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1. Scope (Informative)

The Open IPTV Forum has developed an end-to-endignlto allow any consumer end-device, compliarthe Open
IPTV Forum specifications, to access enriched adgnalized IPTV services either in a managedrmmamanaged
network.

To that end, the Open IPTV Forum focuses on stalimlag the user-to-network interface (UNI) both fomanaged and a
non-managed network, as depicted in Figure 1-1.

Open IPTV Forum Scope

* This diagram also assumes multiple Managed Networks
and multiple Service Platform Providers via Open Internet

Open IPTV Managed Network 3PP Content
common UNI eI e Provider
TCl SPI . CPI
7 Access Service Platform IPTV 4—\—.—
| Provider Provider Provider
.~ SLA
SLA SLA

~~ . 7QS, Multicast

* Authentication, billing, etc

- * Delivery of EP&and content binary

R4

CPI
SPI 4 %
+ IPTV ",

Provider ’ LT . e
* The Forum shall AN SLA v
ensure common UNI (User Network Interface) - umeneaton (g, ec) *Delveryof G andcéntent inary
UNI to support TCI (Transport and Control Interface) ~ ~™™~~~--_._____________. CGM
services from SPI (Service Provider Interface) * Portal site Walled Garden (Consumer
Open Internet and 1Al (Internet access Interface) generated
managed network Media)
environment CPI (Content Provider Interface)

Figure 1-1 Open IPTV Forum scope

Throughout this document, the terms “Open Interaeti “Unmanaged Network” are used interchangeablsefer to the
ability to access any Service Provider using angess Network Provider without any quality of seevguarantees.
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3. Terminology and Conventions (Normative)

3.1 Conventions

All sections and appendixes, except “Scope” antrdbiuction”, are normative, unless they are exgiiéghdicated to be

informative.

3.2 Definitions

Term

Definition

Access Network

The network infrastructure used to deliver IPT\Wszas to the Consumer.

The Access Network infrastructure (which may ineldde Internet) is used for the delivery of theteah

and may include quality of service management suenthat appropriate network resources are availab

for the delivery of the content.

Application

Collection of assets and logic that together predadservice to the User. Assets and logic mayeesid
either in an application Server or in the ITF ottho

Consumer domain

The domain where the IPTV services are consumeashnsumer domain can consist of a single termingl

or a network of terminals and related devices éovise consumption.

Consumer Network

The local area network in which the IPTV TerminahEtion is located. Consumer Networks include
residential networks, hot spots, hotel networks etc

Consumer(s)

See End User(s).

Content

An instance of audio, video, audio-video informatior data.

Content Guide

An on-screen guide to Scheduled Content and ConteBtemand, allowing a User to navigate, select,
and discover content by time, title, channel, geete

Content on Demand
(CoD)

A Content on Demand service is a service whereenas select the individual content items theytwal
to watch out of the list of available content. Gamgtion of the content is started on user request.

Content Protection

Means to protect content from unauthorized usagke as re-distribution, recording, playback, duglaa
etc

Content Provider

Entity that provides Content and associated usgpésrto the IPTV Service Provider.

End User(s)

The individual(s) (e.g., members of the same familjo actually use the IPTV Services.

Internet

The Internet is the worldwide, publicly accessibétwork of interconnected computer networks that
transmit data by packet switching using the stashttaternet Protocol (IP).

IPTV Service Provider

Entity that offers IPTV Services and which has atcactual relationship with the Subscriber.

IPTV Solution

The specifications published by the Open IPTV Farum

IPTV Terminal Function
(ITF)

The functionality within the Consumer Network tigtesponsible for terminating the media and cdntr
for an IPTV Service.

Local Storage

Content storage within the administrative realnthef IPTV Service Provider, but not in their physica
environment (for example, local storage could Iparition of storage located in the residentialoek
and allocated to the IPTV Service Provider to masdl CoD).

Network Personal Video

Provision of PVR functionality whereby the contenstored in the IPTV Service Provider domain. The

Recorder (nPVR) nPVR allows a user to schedule recording of scleeticbntent programs. The user can later select the
content they want to watch from the recorded cdnten

Portal A function of a Service Platform that provides atrg point to individual IPTV Services to Users @a
GUI.

Program A segment of Scheduled Content with a defined breggand end.

Program Guide

See Content Guide.
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Push CoD

A type of Content on Demand where the contentéslgaded to the ITF local storage by the IPTV
Service Provider. The user has no direct contreVludit content is downloaded; however the IPTV Ser
Provider may make the choice based on user prefeseand habits. Content is available for direct
consumption after the user selection is confirmed.

Residential Network

Residential consumer network.

Scheduled Content

An IPTV service where the playout schedule is fikgdan entity other than the User. The content is
delivered to the user for immediate consumption.

Service

Content and applications provided by Service PiatfBroviders and IPTV Service Providers.

Service Access
Protection

Means to protect IPTV Services from unauthorizeajegaccess, such as
- Access from unauthorized users
- DOS attack

Service Platform
Provider

Entity which, based on a contractual relationshigh WTV Service Providers, provides the supporting
functions for the delivery of IPTV Services, sushcharging, access control and other functions kvaie
not part of the IPTV Service, but required for mging its delivery.

Service Protection

Means to protect contents (files or streams) dutmdelivery.

Session Portability

Ability of a given service/application to be swigthfrom one device to another for a continuatioa of
session in real time.

Subscriber

The individual that makes the contract (subscriptieith a Service Provider for the consumption of
certain services.

Subscription Profile

Information associated with a subscription.

Trick Mode Facility to allow the User to control the playbasfkContent, such as pause, fast and slow playback,
reverse playback, instant access, replay, forwaddaverse skipping.

User Profile Information (e.g., viewing preferences) associatét a specific User who is a part of a subscriptio

User(s) See End User(s).

3.3 Abbreviations

Abbreviation Definition

ADSL Asymmetric Digital Subscriber Line

AG Application Gateway

AKA Authentication and Key Agreement

AP Access Point and Authentication Proxy
API Application Programming Interface
A-RACF Access Resource Admission Control Function
AS Application Server

ASM Authentication and Session Management
AV Authentication Vector

AV Audio and Video

BCG Broadband Content Guide defined by DVB
BTF Basic Transport Function

CAC Connectivity Admission Control

CAS Conditional Access System

CcC Cluster Controller
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CD Content Delivery

CDhC Connected Device Configuration

CDF Content Delivery Function

CDN Content Delivery Network

CDNC CDN Controller

CE Consumer Equipment

CG Content Guide

CK Ciphering Key

CoD Content on Demand

CPE Customer Premise Equipment

CPI Content Provider Interface

CSP Content and Service Protection

CSPG Content and Service Protection Gateway

DAE Declarative Application Environment

DLNA Digital Living Network Alliance

DLNA DMS DLNA Digital Media Server

DLNA DMP DLNA Digital Media Player

DOS Denial of Service

DRM Digital Rights Management

DSCP DIFFServ Code Point

DTCP-IP Digital Transmission Content Protection over IngtrRrotocol

DTT Digital Terrestrial Television

DVB-IP Digital Video Broadcasting Internet Protocol

ECMA European Computer Manufacturers Association, ECWArhational - European association for
standardizing information and communication systems

EPG Electronic Program Guide

FE Functional Entity

GBA Generic Bootstrapping Architecture

GENA General Event Notification Architecture

GPON Gigabit Ethernet Passive Optical Network

GUI Graphical User Interface

HD High Definition

HDMI High Definition Multimedia Interface

HLA High Level Architecture

HN Home Network

HSS Home Subscriber Server

HTTP Hypertext Transfer Protocol

IAI Internet Access Interface

IG IMS Gateway
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IGMP Internet Group Management Protocol
IMPI IMS Private User Identity

IMPU IMS Public User identity

IMS IP Multimedia Subsystem

IP Internet Protocol

IPTV Internet Protocol Television

ISIM IMS Subscriber Identity Module

ISP Internet Service Provider

ITF IPTV Terminal Function

M/C-U/C Multicast to Unicast

LAN Local Area Network

MAC Message Authentication Code

MDTF Multicast Data Terminating Function
MSRP Message Session Relay Protocol
NAT Network Address Translation

nPVR Network Personal Video Recorder
OIF Open IPTV Forum

OMA Open Mobile Alliance

OITF Open IPTV Terminal Function

PAE Procedural Application Environment
P2P Peer-to-Peer

PC Personal Computer

PIM Protocol Independent Multicast
PLMN Public Land Mobile Network

POTS Telephone Service

QoS Quality of Service

RAC Resource and Admission Control
RAND Random Challenge

RCEF Resource Control Enforcement Function
RTP Real Time Protocol

RTCP Real Time Control Protocol

RTSP Real Time Streaming Protocol

RMS Remote Management System

RUI Remote User Interface

SAA Service Access Authentication
SCART Syndicat des Constructeurs d'Appareils Radioréoeptt Téléviseurs
S-CSCF Serving Call Session Control Function
SD Standard Definition
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SD&S DVB Service Discovery and Selection
SDP Session Description Protocol

SLA Service Level Agreement

SIM Subscriber Identity Module

SIP Session Initiation Protocol

SMS Short Message Service

SP Service Provider

SPI Service Provider Interface

SPDF Service-based Policy Decision Function
SPP Service Platform Provider

SSO Single Sign-on

STB Set Top Box

TBD To Be Determined

TCI Transport and Control Interface

TCP/IP Transmission Control Protocol/Internet Protocol
UE User Entity

ul User Interface

uicC Universal Integrated Circuit Card

UNI User Network Interface

URI Uniform Resource Identifier

URL Uniform Resource Locator

uUsIiM Universal Subscriber Identity Module
VoD Video on Demand

xDSL Any DSL

WLAN Wireless LAN

WG WAN Gateway

WAN Wide Area Network

XML eXtensible Markup Language

XHTML eXtensible Hypertext Markup Language
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4. Introduction (Informative)
4.1 IPTV Domains

The Open IPTV Forum recognizes the fact that thesevarious domains within the end-to-end IPTV gathain that have
different administrative control or ownership. Thtle Open IPTV Forum architecture supports theterce of multiple
entities with different regions of administrativentrol and ownership interests.

Ownership and administrative control are impactgd ariety of factors including the prevailing véafory regimes,
competitive commercial environments, and the consiakstrategies of the entities involved. Ownepsdmd administrative
control may be considered arbitrary boundariesiwitlertain deployments.

The following domain framework although typical,edonot prevent all or some of these domains froimgbender a single
administrative ownership and control.

The architecture recognizes the following domains:

1. Consumer Domain:the domain where the IPTV services are consumeashnSumer domain can consist of a single
terminal or a network of terminals and related desifor service consumption. The device may atsa tmobile end device;
in this case, the delivery system of a network mrewis a wireless network. This domain is witHue tscope for the Open
IPTV Forum specifications.

2. Network Provider Domain: the domain connecting customers to platform andcproviders. The delivery system is
typically composed of access networks and coreaoklimone networks, using a variety of network tetbgies. The delivery
network is transparent to the IPTV content, althotlgere may be timing and packet loss issues netdgalPTV content
streamed on IP. This domain is within the scopeefOpen IPTV Forum specifications.

3. Platform Provider Domain: the domain providing common services (e.g., ustreaication, charging etc.) to IPTV
Service Providers. Different types of service carptovided to a subscriber including IPTV servigersonalized
communication services, etc. This domain is withie scope for the Open IPTV Forum specifications.

4. IPTV Service Provider Domain:the domain providing IPTV services to the ConsuB@main. In the context of
television services on IP, the IPTV Service Prov@eguires/licenses content from Content Provideds packages this into
a service. In this sense the IPTV Service Proviglaot transparent to the application and contaiorination flow. This
domain is within the scope of the Open IPTV Foryrecification

5. Content Provider Domain: the domain that owns or is licensed to sell conberontent assets. Although the Service
Provider is the primary source for the Consumer Bioma direct logical information flow may be sgthetween Content
Provider and consumer device e.g. for rights mamage and protection. This domain is within the scopthe Open IPTV
Forum specifications, primarily for the aspect ofjaisition of content by the service provider. Sfieations related to the
content development processes of the content peoaict NOT considered in scope at this time.

4.2 The IPTV Value Chain

The Open IPTV Forum was established with the intersppecify common and open architectures for siimppla variety of
internet multimedia and IPTV services to retaildthsonsumer equipment. The two main servicesSameeduled Content
services (the IP equivalent to conventional broatd€®) and content on-demand content services. Bbthose services
follow the content value chain shown in Figure 4-1.
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"

Production Firms Content aggregators IPTV Service Providers Consumer Electronics firms
Y Y
Content Content Content Content
Production Aggregation Delivery Reconstitution
7y 7y End User

I
|
| |
\ : . Jechnical }
i w —provides: Value }
| |
|
|
| |
| |
| |

Technical Role

TV Production Linear TV Station Satellite/Terrestrial/IP Networks

Figure 4-1: Content Value Chain
The content value chain is composed of the follgwirles to provide Scheduled Content and CoD sesvic
e Content Production: producing and editing the dataatent (movies, drama series, sports eventss meports etc.)
« Content Aggregation: bundling content into catalgffers and bouquets, ready for delivery
« Content Delivery: transporting the aggregated aust&o the consumer
» Content Reconstitution: converting the content mformat suitable for rendering on the end-useicge

Each role in the value chain has historically bleeand to a type of stakeholder or technical romtént Production, for
example, is linked to production firms and to theduction teams of TV stations.

IPTV technology introduces a set of technical migdifons to the content chain that mainly encomgassntent
aggregation, delivery and reconstitution. The OV Forum aims at specifying the technology theltwers those three
elements in the technical chain. The aforementi@petifications can be distinguished in two maitegaries:

« The Managed Model concerns access to and delivery of content sesudelivered over an end-to-end managed
network.

« The Unmanaged Model concerns access to and delivery of content sesudelivered over an unmanaged network
(e.g., the Internet) without any quality of servipearantees.

4.2.1 The Managed Model

The managed model deals with content servicesatelivover an end-to-end managed network. The esrccas access
content that is made available by the operator.derator plays the “Content Aggregation” and “@mitDelivery” roles:

« Content Provider: provides content and associaktdaata to be delivered via the managed operatworie It
provides the bundled content to the IPTV serviacavigler through the Content Provider Interface (CRITontent
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provider normally retains the rights to the audsondl content (movies, documentaries, TV programet.). It can
be a production company, or a distributor/vendor.

« IPTV Service Provider: is a content aggregator fiiepares the content provided by the content desvior
delivery by providing additional metadata, contentryption, advertising etc. The Service Proviaeeiface (SPI)
links the IPTV Service Provider to the Service flah Provider.

» Service Platform Provider: provides the means tarobthe access to the service prior to deliverthie end user.
The Service Platform Provider (SPP) might offeetacs enablers to enrich the IPTV services, suchaaslling
charging information generation. The Transport @odtrol Interface (TCI) links the Service PlatfoRrovider to
the Network Provider

» Network Provider: provides transport resourcegifddivery of authorized content to the consumer giomit also
provides the communications between the consunmeattoand the Service Platform Provider. The User to
Network Interface (UNI) links the Network Providerthe consumer domain.

In a typical Managed model, a stakeholder, suchBslecom Operator, plays the IPTV Service Proyi8ervice Platform
Provider and Network Provider roles, so that highliy services can be guaranteed to the end user.

Content Content Content Content
Production Aggregation Delivery Reconstitution

Open IPTV Forum Scope

CPI——p SPI—» TCH—m um»ﬂ
[
\\\
“._ IPTV Service  Service Platform Provider ~ Network Provider ~ End User /
~~_Provider 7
TV Production o \\\qp‘erator Managed Networ/k////
F77777777777777777777777777777777777777777777777‘
| |
CPI | [ ] [ ) !
| |
} CPI: Content Provider Interface content transfer interfacepm| }
| SPI: Service Platform Interface }
} TCI: Transport and Control Interface }
. . | .
Production Firms } S BT L T Al Technical Role Technical Role|
o = ’

End User content production

Figure 4-2: Managed Model technical roles and conte transfer interfaces
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4.2.2 Unmanaged Model

The Unmanaged Model has the same set of techmies as that of the managed model (See Figure Wu8)he roles are
typically played by different stakeholders. Notattproviding services of equivalent quality to taadfered by the managed
model cannot be easily guaranteed owing to ther@méack of quality of service guarantees in Ing&trdelivery.

In an Unmanaged Model the relationship betweerStrgice Platform Provider and the Network Providarot necessarily
defined. The role of the Service Platform Provideuld be played by an Internet portal.

The Internet Access Interface (lAl) in the Unmarthiyeodel replaces the TCI in the managed model.

Content Content Content Content
Production Aggregation Delivery Reconstitution

Open IPTV Forum Scope

IAF—— UNI—»@

IPTV Service Service Platform Provider ~ Network Provider End User
Provider Open Model

TV Production

e

CPl—

SPI: Service Platform Interface
IAl: Internet Access Interface
UNI: User to Network Interface Technical Role

Q - - il

i |
| I
| I
|
w |
| - I
| CPI: Content Provider Interface Content transfer interfacel| !
| I
Production Firms } }
! I
| I

End User content production

Figure 4-3: Unmanaged Model technical roles and cdoent transfer interfaces
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5. High Level Architecture

This section describes the high level architectoréPTV delivered over both managed and unmanagédorks. To the
extent possible, the architecture will be commohdth cases. Where this is not the case, the diftas will be explicitly
highlighted.

The next generation IPTV network must enable sesstbat are distinctly superior to those offereattnyent IPTV systems.
This includes end-user experience, both in termssef friendliness, as well as personalizationyelsas advanced services
that adapt to individual usage and lifestyle. Hemggpropriate technologies must be deployed iexldle architecture that
can accommodate new trends and services in a tifiasjon.

The high level architecture, described in thisisectollows a top down approach.

5.1 Reference Points Identification

Figure 5-1 shows the UNI interface between the Gores Domain and the Network Provider, the Servie¢fétm Provider
and the IPTV Service Provider (collectively call&tovider(s) Network”) domains, which is one aréat@mndardization
within this specification. Additional interfacestime network provider domain are also describetliarchitecture. Future
releases of this architecture will provide addiibmaterial on interfaces to the content providet ather domains.

The UNI interface is expressed as several subfaudes, each of which map to the various functiemities required to
provide the necessary support for the end-to-ei¥ Ifervice. Reference points are assigned to ebittese sub-interfaces.
The notation used to identify the sub-interfacethefUNI, as well as a detailed description foitlal reference points, is
described later.
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Consumer Domain Provider(s) Network
User Profile - UNIP-1 .
Management

. _  UNIS-15, UNIS-19, UNIS-8
Service Discovery [ >
UNIS-7 |
Metadata ) g
_ - UNIS-8, UNIS-9 R
Security « >
Content UNIS-CSP-T, UNIS-CSP-G -
Protection
Session Mgmnt. UNIS-8
(managed n/w) ) 7
Service Access |, UNIS-14 R
AuthN. (unmanaged)
UNIS-6 |
DAE « >
UNIS-12
PAE >
Device UNI-RMS A
Management

Transport Control |, UNIT-16, UNIT-17, UNIT-18,

and Delivery UNIS-11, UNIS-13, UNIT-19

Figure 5-1: Mapping Functional Entities to UNI Refrence Points

This mapping is useful to verify compliance of #rehitecture against the requirements and to ketaldocument the
various functionality supported by the various sulerfaces in order to fulfil the desired features.

5.2 The Provider(s) Network Architecture

Figure 5-2 depicts the High Level Architecture (HL#ar the Network Provider, the Service Platfornoder and the IPTV
Service Provider domains, both for the manageduanganaged network models.
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Figure 5-2: High Level Architecture for

managed andunmanaged networks
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The following sections describe the functional edats and reference points depicted in Figure 5-2.

5.2.1 Network Provider Functional Entities

The following is a brief description of the funatal entities depicted in Figure 5-2:

Service Access AuthenticationThis functional entity is responsible for servige@ss protection and authentication of
users. The user is identified and authenticatechéans of some pre-established credentials (suskesrame and
password or GBA authentication).

Authentication and Session Management (Managed Netwk Model only): This functional entity is responsible for
the authentication of the user for service accestegption, as well as session management for thgoge of
coordinating and managing (service accessibilisgrg’ activities and for charging purposes. Te #nid, the
session management ensures that a user requassdorice is routed to the appropriate Applicagenver. This
entity has access to the Subscription Profile.

Authentication Proxy (Managed Network Model only): This functional entity establishes a secure conioations
channel between a network provider’'s security donaaid the ITF. The Authentication Proxy terminatis
signalling and control traffic destined to functsowithin the control of the network provider, aronénates the
need for separate security associations with idd&i network elements hosting these functions.

GBA Single Sign-on:This functional entity allows Single Sign-on basedthe Generic Bootstrapping Architecture. It
is used in managed networks, but can also be nsa&thhanaged networks when a UICC-based IMS autiaiun
is available in the home

IPTV Service Provider Discovery provides information necessary for the ITF to seled@V Service Providers, in both
the managed and unmanaged models

IPTV Service Discovery:provides information about IPTV services offergdam IPTV service provider, in both the
managed and unmanaged models

IPTV Control: This is the main control point for the IPTV sobri It controls the delivery of IPTV services to
authorized users. In that regard, it inter-workgwtihe Authentication and Session Management fanatientity,
which routes incoming/outgoing requests from thEMRControl to the appropriate destination. Thisitgrhas
access to the User and Subscription profiles. Pi&/IControl generates charging related information.

IPTV Metadata Control: This functional entity performs aggregation of thetadata coming from content providers or
third party sources. The IPTV Metadata Control isffigasic metadata related to services such aceatgscription,
the whole program guide, details related to ea@mefe.g. description of the film, actors, etcrpgram listings and
their schedule, personalized Content Guide (CGis fumctional entity enables the user to seardtalier and
initiate immediate viewing or scheduled viewingfature programs and stored content.

IPTV Applications: These include IPTV related services or applicalibgic such as CoD, Push CoD, Content
Download, Network PVR, and Messaging as well as \Weth/pull service. The function provides end ugeétis
IPTV applications using the Declarative Applicatiénvironment (DAE).

Provider Specific Applications: This function interacts with the Application Gatewa the consumer domain in order
to download generic applications. Provider specifiplications run on the AG execution environmerte
download can be via push or pull mechanisifst IPTV, this function can provide end users vgthvider-specific
applications that run in the Procedural Applicatitmvironment (PAE) which can manipulate media sh®and the
Content Guide.

Person-to-Person Communication Enablers (Managed N&ork Model only): These include interface to various
communication services, such as presence, chasagieg, caller ID notification, etc., for servicetding with
IPTV related services.

IPTV Service Profile: This functional entity holds the user’s profilatlis associated with the user’s IPTV subscription
with an IPTV Service Provider. This profile is calted by the IPTV Service Provider when the usquests an
IPTV service. The profile can be updated by thEMEService Provider as well as by an authorized eset, if
allowed by the IPTV Service Provider.
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User Database:The central database of Subscription profiles,agad by the Service Platform Provider. The natéire o
this may vary between managed and unmanaged systachgould typically includes data that is not P3ervice
specific such as authentication information, comitation related information, etc.

The Content Delivery Network (CDN): This is a fundamental functionality in an IPTV Ceblution, since it allows
the optimization of the network use through a distion of the media servers in the physical nelyand the
optimization of the storage resources through alfaojpy-based distribution of the content on thediaeservers.
This results in having popular content massivesgriiuted on media servers at the edge of the mkt(as close as
possible to the customer) while less popular cdraemdistributed on a reduced number of mediaeservhe
Content Delivery Network contains three intelligeob functions:

«  Content Delivery Network Controller (CDNC): This functional entity performs clusteselection in the
CDN, based on the request issued by the IPTV Cbiunotional entity. Many instances of a CDN
controller may coexist in the same CDN. They mdgriact for the purpose of selecting the right @ust

» Cluster Controller (CC): This functional entity manages a set of Contentveey Functions (a cluster of
CDFs).

= |tterminates IPTV service session setup

= |t handles content delivery session setup

= |t proxies all message exchanges between CDFshand E.

= |t maintains the state of the media servers (Caridetivery Functions)

« Content Delivery Function (CDF): This functional entity is responsible for mediagessing, delivery
and distribution, under the control of the ClusZentroller.

Multicast Content Delivery Function: This entity is responsible for delivery of contamd generic data to the OITF by
means of multicast, using multicast streams andrhkicast data channel respectively. In the cdrs&neaming
case, this is the so-called head end. In the det it is the source of the multicast data channel.

Network Attachment: This functional entity includes the functions asated with provisioning of IP addresses,
network level user authentication and access né&teamfiguration. For the unmanaged model, this fiomcs
provided by the user’s access network provider.

Transport Processing Function:This functional entity includes the functions negdo support real-time multicast and
unicast streams, optimizing network usage in thesiglal network, and enforcing related traffic p@iscoming
from Resource and Admission Control.

Resource and Admission Control (Managed Network Moel only): In a managed network, Resource and Admission
Control provides policy control and resource reaton for the required transport resources, fohhoticast and
multicast delivery. In this capacity, it interagtgh the authentication and session managementitunat entity and
the Transport processing function.

Charging: This functional entity includes the charging metbms at the platform level available to all th& P
Service Providers, for all the users managed bystmgice Platform Provider. The charging subsysteliects
network and platform related events that can ler laged for billing and statistical analysis pugmsThe IPTV
service providers are free to build their own bijisystems that could be based on common charging$o be
completely independent (e.g. based on the CSP a%).The IPTV service provider’s billing mechanisare out
of the scope of this specification.

CSP-T Server:This functional entity handles service protection @ontent protection for the CSP-T client in the
OITF. It is used to enable the key management sacg$o implement service protection and conteotgation.

! The term Cluster corresponds to a logical assoadiaif one or more "Content Delivery Functions" athishare some
resources (such as location, storage capacity etc.)
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CSP-G Server:This functional entity handles service protectiom content protection for the Content and Service
Protection Gateway (CSPG) in the residential netwdhe solution for service and content protectospecific to
the IPTV service provider. Therefore, network refere points are not specified by this specificaind interfaces
are defined by the IPTV Service Provider.

Remote Managementin a managed network, this entity provides theeseside functionalities to remotely manage the

residential network devices, for both provisionargl assurance purposes: the functions providetbsetia
configuration management (including firmware upgfadault management (including troubleshooting and
diagnostics), and performance monitoring.

Content and Service Key Management FunctionEntity responsible for storing and providing SeeyiProgram,
Content Keys and ECM attached information. Thicfiom may be physically co-located with other fuoes, (e.g.
the Content Delivery Network Controller for Contem Demand services.) This entity has been identifi release
1 just to illustrate informatively the separaticgtlween content encryption, which is part of confgeparation, and
content delivery.

Content on Demand Encryption Management FunctionBack office Content on Demand function in charfe o
launching Content on Demand encryption using a €drKey. This entity has been identified in relehgest to
illustrate informatively the separation betweenteahencryption, which is part of content prepamtiand content
delivery.

5.2.2 Mapping between HLA and IPTV Domains (Informa tive)

Table 1 provides an informative mapping betweerfihetional entities depicted in the HLA and th&\Pdomains as
defined in Section 4.1.

Functional Entity Domain assignment

Network Attachment Network Provider

Authentication and Session Management (Managed dtktiodel | Service Platform Provider

only)

User Database Service Platform Provider

IPTV Control Service Platform Provider

Person to Person Communication Enablers (Managesdxle Service Platform Provider

Model only)

IPTV Applications IPTV Service Provider

Content Delivery Network Controller Network, Platio and IPTV Service Providers

Content Delivery Network, Platform and IPTV Service Providerg

IPTV Metadata Control IPTV Service Provider

IPTV Service Discovery Service Platform Provider, IPTV Service
Provider

IPTV Service Provider Discovery Service Platform Rwider

IPTV Service Profile IPTV Service Provider

Provider Specific Applications IPTV Service Provider

Multicast Content Delivery Function Network, Platfoand IPTV Service Providers

Metadata Storage IPTV Service Provider
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Service Access Authentication (Unmanaged Networkiélonly)

Service Platform Provider

Charging

Service Platform Provider

Cluster Controller

Network, Platform and IPTV Service Providerg

Resource and Admission Control (Managed Network &lodly)

Network Provider

Transport Processing Function

Network Provider

Authentication Proxy (Managed Network Model only)

Service Platform Provider

GBA Single Sign-on

Service Platform Provider

CSP-T Server

IPTV Service Provider

CSP-G Server

IPTV Service Provider

Content and Service Key Management Function

IPTiviBe Provider

Content on Demand Encryption Management Function

IPTV Service Provider

RMS

Network Provider, Service Platform Providers

Table 1: Functional Entity domain assignment

5.2.3 Reference Points Description

5.2.3.1 UNI Reference Points

The UNI is expressed as several reference poiath ef which map to the various functional entitieguired to provide the
necessary support for the end-to-end IPTV servibe.notation used to identify the reference poirfithe UNI, as well as a
detailed description for all the reference poirgslescribed later.

Reference Point

Description

UNIP-1 Reference point for user initiated IPTV servicefiieananagement

UNIS-6 Reference point for user interaction with applieatiogic for transfer of user requests and intévact
feedback of user responses (provider specific GWIIP is used to interface between the DAE and
the IPTV Application Function in both the managed anmanaged models

UNIS-7 Requests for transport and encoding of contenteguidtadata. The reference point includes the
metadata and the protocols used to deliver thedattaand shall be based on DVB-IP BQR&f 13]

UNIS-8 Authentication and session management for the neghagtwork model.

UNIS-9 Authentication for GBA Single Sign-on

UNIS-11 Reference point for control of real time streamjag. control for pause, rewind, skip forward). & hi
reference point is optionally secured. The refeegmuint includes content delivery session setup in
case of the unmanaged model.

UNIS-12 Reference point between the AG (see section 5.8 @etails) and the provider specific applicatio

functional entity. Encompasses two functions:
» Signalling and download of applications in a genésimat. (Subject to standardization)
» Interaction of generic applications with the praaricghetwork. (Not subject to standardizatiq

=]
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UNIS-13 User Stream control for multicast of real time @mtand data for the managed network model. The
protocol used on this interface is IGMP. [Ref 10]

UNIS-14 Reference point used for authorization of servioeeas for the managed and unmanaged network
models.

UNIS-15 Reference point to the IPTV Service Discovery FBltain information about IPTV services offeregd
by an IPTV Service Provider

UNIT-16 Network attachment functions connected to thisregfee point include: DHCP Server and Relay.

UNIT-17 Content stream including content; content encrypffor protected services) and content encoding

This reference point can be used for both multiaastunicast (UNIT-17M and UNIT-17U,
respectively). This could be RTP and HTTP (unicesy).

UNIT-18 Performance monitoring interface for reporting pleeformance monitoring results. A possible
protocol is RTCP.
UNIT-19 Multicast Data Channel. Used to deliver data dfedént kinds to the OITF by means of multicast.

This reference point can carry discrete data gheairied over unicast through e.g. the interfaces
UNIS-6, and UNIS-7. Other uses e.g. UNI-RMS areexafuded.

UNIS-19 Reference point to the IPTV Service Provider Disggvunctional entity to obtain the list of Service
Providers, and related information.

UNI-RMS Remote Management of end user devices (based @Shdé-orum TR-069Ref 1] framework and
related extensions based on DVB-IP-RMS specificatio

UNIS-CSP-T Rights management for protected content — inclulezsgmanagement and rights expression.

UNIS-CSP-G Reference point to support a service and conteéption solution which is specific to IPTV Service

Provider. This interface may be used to obtaimises for purchased/subscribed content, control
content and service protection system and alseatetontent.

Table 2: UNI Reference Points

5.2.3.2 Network Reference Points Description

Reference Point | Description

NPI-1 Reference point between the Service Access Auttedith FE and the User Database.

NPI-2 An optional reference point allowing interactiorteeen IPTV Applications and the IPTV Control
FE. This is not subject to standardization.

NPI-3 The reference point between Authentication Sedgianagement and Person-to-Person
Communication Enablers. (This is the ISC interfdeéned by 3GPPRef 15]

NPI-4 Reference point for routing of IPTV service relatedssages to the IPTV Control Point. This is the
ISC reference point defined by 3GH¥f 15]

NPI-6 This reference point allows the IPTV Control Pdmmtetrieve the subscriber’'s IPTV-related service
data when a user registers in the IMS network. @dbject to standardization)

NPI-7 This reference point allows Person-to-Person Apgilim Enablers to retrieve the subscriber’'s IMS
data from the User Database. This is the Sh irterfiefined by 3GPRef 15]

NPI-9 This reference point allows the IPTV Control Pdimtetrieve the subscriber’'s IMS-specific data fram
the User Database. This is the Sh interface defaye2iGPP. [Ref 15]

NPI-10 An optional reference point for the allocation/die@ation and control of content for a specific cast
session.
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NPI-11 A reference point for sending events and chargifgrimation. This is the Rf reference point defined
by 3GPP [Ref 15].

NPI-12 This reference point allows the Authentication &sdsion Management FE to retrieve the
subscriber’'s IMS data from the User Database asteopthe user's IMS registration. This is the CX
interface defined by 3GPP [Ref 15].

NPI-14 Same as NPI-11

NPI-15 This reference point controls the Resources andiggion Control. It is the Gq’ interface defined by
ETSI TISPAN. [Ref 15]

NPI-16 Reference point between the Transport Processingtiem and Resource and Admission Control. It is
the Re interface (Diameter based) [Ref 15]

NPI-17 Reference point between the IPTV Applications dre&IPTV Service Profile.

NPI-18 Reference point between the Service Access andefitittation FE and the IPTV Applications. This
is only used in the unmanaged network model

NPI-19 This reference point is used for unicast sessioitrebbetween the Authentication and Session
Management and the Content Delivery Network Colarol

NPI-20 This optional reference point allows the retrie@CG data. (Not subject to standardization)

NPI-21 This reference point allows the GBA Single Signfanctional entity to validate user credentials

NPI-25 This reference point allows proxying unicast contnessages to locate the appropriate Content
Delivery Network Controller FE.

NPI-26 The reference point allows the Content Deliveryvidek Controller to delegate the handling of a
unicast session to a specific Cluster Controller.

NPI-27 The reference point between the Authentication YPend the GBA Single Sign-on node allows the|
proxy to retrieve a user key for authenticationposes.

NPI-28 This reference point is used to push the user acgsabilities to the Network Attachment and the
RAC. This is the e4 interface defined by 3GPP [Rgf

NPI-30 This reference point supports the IPTV Service Ri@vDiscovery step of the service discovery
procedure for managed model. This is the ISC iateridefined by 3GPP [Ref 15].

NPI-CSP-1 Reference point to confirm whether a Marlin cont@@nse can be issued for the request received| via
UNIS-CSP-T. This interface is not specified by théssion of the specification.

NPI-CSP1a Reference point used by the Marlin DRM system tiude business information or a reference to
business information into a DRM request (e.g. lggerequest) as requested via UNIS-CSP-T, and|the
subsequent confirmation and retrieval of this besginformation when the DRM request is
consumed. This interface is not specified by tleision of the specification.

NPI-CSP-2 Reference point, used in the managed network mumettrieve information on the appropriate
cluster controller in the Content Delivery Netwahliat will serve a particular request for purchased
subscribed-to content. This chosen cluster coetralill be contacted by the CSP-T Server functional
entity via NPI-CSP3. This interface is not specifi®y this version of the specification.

NPI-CSP-3 Reference point to retrieve the appropriate en@ydtey needed to prepare a Marlin content licenge

for the chosen content. It is the content encrypkiey for downloadable content or the key that

encodes the Marlin short term key message thatotnthe key that encodes the streaming medial.

This interface is not specified by this versiortted specification.
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NPI-CSP-4

Reference point to provide content encryption Keythe content delivery function for encrypting th
downloadable content or for requesting/generatiegMarlin short term key messages that
accompany the encoded streaming media. This iceerfanot defined by this version of the
specification.

NPl-yy

Reference point that provides GBA authenticatiorcima@ism to the Service Access Authentication
Function.

NPI-T

Reference point where the encrypted content igdton the content storage entity for delivery tgy t
Content Delivery Function. This interface is noésified by this version of the specification. This
interface has been identified in release 1 juditustrate informatively the separation betweenteoh
encryption, which is part of content preparatiamd aontent delivery.

=

NPI-U

Reference point where the content Service, ProgradnContent Keys and ECM attached informat
are provided to the Content Management Functiors ifiterface is not specified by this version of
the specification. This interface has been idesdifn release 1 just to illustrate informativelg th
separation between content encryption, which isgfazontent preparation, and content delivery.

on

NPI-K

Reference point where the content Service, ProgradnContent Keys and ECM attached informat
are provided to the Multicast Content Delivery Rimt for multicast stream Encryption. This
interface is not specified by this version of thedfication. This interface has been identified in
release 1 just to illustrate informatively the sepian between content encryption which is part of
content preparation and content delivery.

on

NPI-X

Reference point where the On Demand Content ibdetby the Content Delivery Function for
delivery. This interface is not specified by thexsion of the specification. This interface hasrbee
identified in release 1 just to illustrate inforivaty the separation between content encryptionckvh
is part of content preparation, and content dejiver

Table 3: Network Reference Points
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5.3 Residential Network High-Level Architectural Ov  erview

The architecture of the consumer domain (referodueteafter as the residential network) is as shiavigure 5-3:
Residential Network Architecturesand composed fafstional entities, with well defined interfacestiyeen them, and
where each functional entity includes a numbewuatfions. As shown in Figure 5-3, the entire cdit@tof these functional
entities is called the IPTV Terminal Function (ITF)

The residential network architecture is designed to
e Support multiple deployment scenarios.

* Allow non-IPTV applications to co-exist with IPT\ésvices, but be able to execute independently tteriPTV
service.

The architecture chosen to comply with the abowdefsicted in

Residential Network

Figure 5-3 below.

ITF
- one-r  HNI-INI
OITE = Application Gateway UNIS-6
Functional Entity (AG) UNIS-7
................................... UNIS-11
HNI-INI* UNIS-13 U
UNIS-14
UNIS-15
UNIS-CSP-T
UNIT-17
UNIT-18
HNI-AGI HNI-AGC UNIS-12
UNI-RMS Broadband
IMS Gateway UNLS N\%Xﬁ{k
HNI-IGI Functional UNI-9
Entity (1G) UNI-RMS
CSP Gateway
Functional Entity HNI-AMNI
HNI_CSP (CSPG) UNIS -CSP -G
WAN Gateway UNIT -16
Functional Entity UNI-RMS
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There are two main interface groups between th&Bettal Network and the Provider(s) Network domaire HNI-INI and
the HNI-AMNI. The mapping between these key funasilogroupings and UNI reference points is depiatetthe

. .ITF UNIP-1 HNI-INI
OITE | Appllgatlon Ga.teway UNIS-6
Functional Entity (AG) Bm:gil
HNINE[ UNIS1a U
UNIS-15
UNIS-CSP-T
UNIT-17
UNIT-18
HNI-AGI HNI-AGC UNIS-12
UNL-RMS 3roadbarllc
IMS Gateway UNI-8 N\%\Xg
HNI-IGI Functional UNI-9
Entity (IG) UNI-RMS
CSP Gateway
Functional Entity HNI-AMNI
HNI-CSP (CSPG) UNIS -CSP-G
WAN Gateway UNIT-16
Functional Entity UNI-RMS
Residential Network
Figure 5-3.
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Residential Network

—1TF upa  HNIEINI
OITE | Application Gateway UNIS-6
Functional Entity (AG) UNIS-7
____________________________________ UNIS-11
HNI-INT* UNIS-13 U
UNIS-14
UNIS-15
UNIS-CSP-T
UNIT -17
UNIT-18
HNI-AGI HNI-AGC UNIS-12
UNI-RMS 3roadbar|lc
Networ
IMS Qateway UNI-8 WAN
HNI-IG] Functional UNI-9
Entity (IG) UNI-RMS
CSP Gateway
Functional Entity HNI-AMNI
HNI-CSP (CSPG) UNIS -CSP-G
WAN Gateway UNIT-16
Functional Entity UNI-RMS

Figure 5-3: Residential Network Architectures

Below is a brief description of the functional ¢ies in the residential network:

1) Open IPTV Terminal Functional Entity (OITF)

The OITF includes the functionality required to @ex IPTV service for both the unmanaged and thegehnetwork
models through the HNI-INI and HNI-IGI interfaces.

e To access the IPTV services using the unmanageelitbed OITF only needs to use the HNI-INI intedathus,
the minimum set of functional entities needed toeas unmanaged IPTV services are the OITF and #hid W

Gateway.

e To access IPTV service using the managed netwodemthe OITF needs to use both the HNI-INI andHi-
IGI interfaces. Thus, the minimum set of functioeatities needed to access the managed IPTV ssraieghe
OITF, the IG and the WAN Gateway (as it provides pinysical connection between the residential nétaod the
WAN). The HNI-IGI interface requires special praien, as it carries credentials/secrets.

The OITF has its own direct user interaction (egmote control, keyboard) and audio/video rendgaind, optionally,
grabbing functionalities (e.g. display, speakeasneras, microphones) or can be directly connectttdother audio/video
rendering/grabbing devices without passing thrdugime network communication.

All Residential Network deployments will have aa$t one instance of the OITF.

The OITF may include functions to allow Open IPT¥r#mM defined services to be accessed on DLNA ds\Ref 2].
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2) IMS Gateway Functional Entity (IG)

The IG includes the necessary functionality towalém OITF device to access managed network sepesgd on an IMS
core network, through the HNI-IGI interface. The p@vides an IPTV end user with access to managedonk IPTV
services and to blended person-to-person commimricsegrvices such as Chat, Messaging, Presenc&ugiport for
unsolicited notification is also included for susdrvices as Presence, Caller ID, etc.

The IG is able to offer its functionality to the AG the HNI-AGI interface.

Support for new or enhanced applications can Hezeebby a firmware upgrade to the IG without ampacts on the OITF
functionality.

3) Application Gateway Functional Entity (AG)

The Application Gateway (AG) is an optional gateviayction that incorporates a procedural languagget application
execution environment where applications can beoteliydownloaded for execution. This functionalgyequired by
certain service providers that wish to have genaecedural language based applications relatedi@ated to IPTV
services downloaded for execution in the home enwirent. Examples of applications related to IPTWises include an
EPG generating a remote Ul; proxying for signallprgtocols when not involving SIP, and when cliantl server are not in
same IP domain; support for proprietary or nongsad content download protocols (where the AG hasddntent storage
capability); insertion of personalized advertisetaen media stream; and full blended person-togerommunication
services (e.g., videoconference using a TV setdispday). An example of an application unrelatedRTV services is one
that collects alarms from home devices.

To interface to the AG, an OITF uses the HNI-INitdrface. The HNI-INI* is a selection from the nefece points in the
HNI-INI interface in addition to support for disceny of an AG by an OITF.

When present, the AG, through application runnmthe executable application environment, can perfany of the
following functionalities:

* Manipulate media streams.
Note that for protected content, this is only addesl when the AG and the CSPG are combined irathe device
and that the Release 1 specification does not eldfi@ routing of media content (for the purposesedlia control)
via an AG which is not also a CSPG.

* Filter Content Guide (CG) data; insert its own Caad
Note that for the Release 1 specifications, thenly addressed where the resulting content gsideriput from the
AG to the OITF in the form of a remote Ul. The Rede 1 specifications do not define how an AG mapuuCG
data in BCG format to an OITF or how an OITF mascdiver that BCG format information is availablenfran
AG.

*  Support proprietary applications through a RematerUnterface (RUI).
*  Support for proprietary or non-standard contentmload protocols
e Support advanced blended communication services.

When the AG is deployed in a device with local dniap rendering (e.g. combined with an OITF), amgilans running in the
PAE can offer a wide range of applications andisesvdirectly using that local graphics renderigstem without using a
remote Ul.

The AG is able to make use of the services of @i& the HNI-AGI interface. This interface is rdefined in the Release 1
specifications; however, where an AG and an Ol'#-cambined in the same device, the device mayheselNI-1GI
interface for both DAE and PAE applications

4) Content and Service Protection (CSP) Gateway Fational Entity (CSPG)

The CSP Gateway (CSPG) is an optional gatewayifumaitentity that provides a conversion from a eattand service
protection solution in the network to a secure anticated channel between the CSPG and the OITF.
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5) WAN Gateway Functional Entity (WG)

The WAN Gateway function supports the physical @mtion between the residential LAN and the Accessudrk WAN.
A WAN gateway functional entity will exist in allegphloyments although not all its functions will egjuired in all cases.

5.3.1 Residential Network Functional Entities

The following is a more detailed description of tlious functional entities identified above.

For ease of understanding of the detailed functidescription of the residential network, this dfieation uses a stepwise
build up of the residential network functional ¢ies comprising of the following steps:

* OITF and WAN Gateway (WG)
+ OITF, WG and IG
* OITF, WG, IG and the optional functional entitie&Aand CSPG

Note that this build-up of functions does not imgiigt these combinations of functions are the delyloyment options
possible. Each of OITF, IG, AG, CSPG and WAN Gatgtumctional entities may be deployed as separaysipal devices
in the residential network or in combinations orymat be deployed at all in the case of the optienéities AG and CSPG
as described in Section 5.3.4.
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5.3.1.1 Open IPTV Terminal Functional Entity (OITF)

HNI-INI
OITF : “““ N-I D'_F'; """ 'E u UNIT-19
[ H
| User Profile Management I UNIP-1
| Performance Monitor Client ! UNIT-18
UNIS-11

r ion Man men
Stream Session Management UNIS-13, UNIS-14

and Control
. UNIT-17
Stream Receiver
I
| Codecs |—| Decrypt
I UNIS-CSP-T
| CsP
UNIS-6

UNIS-15, UNIS-19

| IPTV Service Discovery

|
|
|
|
| DAE I
|
|
|
|
|
|

K UNIS-7
| Metadata CG Client
UNI-RMS
| Remote Management client H
[ |
! OITF Embedded Application !
| bwna 11 content | WAN Gateway (WG) UNLRMS
{ Functions 1 + Download ! FTTTooTeTTA
A, L P Qos ! RMS3 .
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Internal St UNIT-16
i . erga ter?]rage ' IGMP Attachment
[ ystem ____! Support
- | LaNnwan
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Figure 5-4: OITF functions and interfaces exposed
TheOITF functional entity shown in Figure 5-4 includes fbkowing functions:

User Profile Management Manages subscription information associated wisipecific User, e.g., viewing preferences.
The user profile management functions include tiktyato create, fetch, modify, delete, replacewgrofiles.

Stream Session Management and Controlinitiates and terminates content delivery sassitdManages content delivery
sessions, including trick play control of unicaseams and multicast stream control. It appligsdth the unmanaged and
the managed models.

Stream Receiver Receives streamed content from the network aciddies stream buffering in the case of progressive
download. The function applies to both the manag@tiunmanaged models, although different technetogiight be
chosen for each case.

Codecs A/V codecs for all streamed and downloaded conteirtcludes decoding, scaling and rendering fuorddi

CSP. Client side key management for the terminal ¢emipproach to service protection and content ptizte. Enforces
content usage rules in the client. It applies tthltbe managed and the unmanaged models. See G8Ragdunctional
Entity for the alternative gateway centric approckervice and content protection.

Content Download Reception of content downloaded to the clieman-real time. Content download might be unicast or
multicast. For multicast, the MDTF is used. Lodakage is required for content download. It appl@both the managed
and the unmanaged models. This function is optional
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MDTF (Multicast Data Terminating Function) : This function receives generic data sent ovetigadt. Content types that
can be distributed to MDTF include Content Guideagatatic DAE content, video content, interacgiwitformation,
notifications, software releases and patches.

Decrypt: Removes any encryption applied to the conterdeuthe control of the CSP function. This functismot used for
unencrypted content. It applies to both the managethe unmanaged models.

Declarative Application Environment (DAE): A declarative language based environment (bromzesed on CEA-2014
[Ref 3] for presentation of user interface andundahg scripting support for interaction with netkaerver-side applications
and access to the APIs of the other OITF functions.

The specification of the DAE declarative languageimnment including the APls available to the dévaued applications
is within the scope of the Forum.

The DAE can also query, internally to the OITF, khetadata-based Content Guide Client in order traekany data it may
contain.

The downloaded applications that run in the DAE@mesidered to be Service Provider specific ancetoee will not be
defined by the Forum’s specifications.

Metadata-based Content Guide ClientClient for metadata-based content guides. Theint&face including the
presentation of metadata-based content guide i& @€hdor dependent and is out of scope of thisifpatton. This
function may also make the metadata available gidRatial Network devices via the DLNA Functionsidtion. It applies
to both the managed and the unmanaged models.

Remote Management Clientprovides the client-side functions to remotely agathe OITF, for both provisioning and
assurance purposes. The functions provided raatertfiguration management (including firmware wgulg) and fault
management (including troubleshooting and diagnestiWhen realized as standard TR-069 client,dsube UNI-RMS
interface (providing also performance monitorimgherwise, remote management is supported as adpfiication which
uses the UNIS-6 interface.

IPTV Service Discovery Function for discovering IPTV Service Providersl aalated services. It applies to both the
unmanaged and the managed models. Note that diffaspects of DVB SD&S [Ref 4] may apply to thefeliént models.

Integral Storage System Storage for content download and PVR based funsti®his function is optional but will be
required if Content Download is supported.

DLNA Functions: Implements DLNA DMS [Ref 2] functions to expose atistribute content in a DLNA compliant manner
through the residential network. The DLNA Functidnsction may also offer a DLNA DMP [Ref 3] functido locate and
select content available from other DMS in thedestial network. The selected content can be stdaanross the
residential network and rendered by the OITF. Tinigtion is optional.

OITF embedded application This optional function provides embedded appiaret for IPTV services, e.g. local PVR,
using the standardized interfaces which are defasedNI and HNI-IGI. The user interaction with tifigction is OITF
vendor specific

Performance Monitor Client: Client for providing feedback on service qualitjor example, pixilation, frame loss, packet
loss and delay (the exact information to be pradideto be specified other specifications). It éplo both the managed
and the unmanaged models.

TheWAN Gateway Functional Entity shown in Figure 5-4 contains tbkéowing functions:

LAN/WAN Gateway: Supports the physical termination of the accessonét(e.g. xDSL, GPON etc.) and the layer 2, layer
3 and higher services (such as NAT, IGMP proxyir@)trequired to support IPTV and other servicemirated in the
residential network that share the WAN connection.

Attachment: Attachment function is responsible for the attaeht of the residential network to the Network Fdev.

RMS3: Depending on the provider model, the WAN Gatewey be remotely monitored and configured by thessc
service provider. The RMS function supports theiifasice to the remote manager (i.e. TR-069 CWMP temmanagement
protocol [Ref 1], plus TR-098 device data modelf[B&] with possible extensions.)
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QoS: The QoS function provides classification, markiregmarking, policing, and queuing of Ethernet #ndraffic that
goes between the WAN and LAN interfaces. Markind esxmarking of Ethernet priority and Diffserv cogigints (DSCP)
[Ref 6] is supported. Classification can occuptlgh a variety of characteristics of IP trafficsluding Ethernet priority,
DSCP, origination and destination IP address, apliGation protocol.

IGMP Support: Provides the functions for IGMP Proxy and IGMPo8ping. The IGMP Proxy allows multiple in-home
devices in the residential network to be able to fbe same multicast stream. IGMP Snooping igtieeess of listening to
IGMP traffic to allow, when present, the switch'ligten in" on the IGMP conversation between hastd routers by
processing the layer 3 IGMP packets sent in a nadtinetwork to avoid flooding (see 5.3.3.1).

UN/MC Conv: The WAN Gateway may have this function to avaithe problems due to the low efficiency and
unreliability of multicast on wireless networks.igfunction is not specified in Release 1.
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5.3.1.2 OITF and IG
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The IG depicted in

Figure 5-5 includes the following additional furuts:

IMS Gateway (IG)

Figure 5-5: OITF and IG

Authentication/Session Management Client/ServeResponsible for subscriber authentication andsasgion
management required for managed networks (e.g.agehlPTV services and person-to-person commuaitagrvices).
The authentication performed by this function &)Yused for Content and Service Protection (CSR)qaes.
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The Authentication/Session Management client/seénteracts with the network servers through the SH8linterface

This function includes the implicit connectivityragssion control (CAC) request for the WAN side. &plicit CAC
function is required on the LAN side.

IG-OITF Server: The IG-OITF server exposes authentication asdise management client/server functionalitieho t
OITF for managed IPTV services and blended persgmetson communication application support (e glecid display,
messaging etc.) via HTTP and/or other protocoleagsired. If required, the interaction betweenltheOITF Server and the
OITF may result in a Ul on the OITF display or tiedivery of execution script(s) to the DAE function the OITF.

RMS2: Client application for remote management funaiona managed environment. It provides a stanidéedace for
provisioning and assurance tasks on managed OlEedewith the IG function (i.e. TR-069 CWMP rematanagement
protocol [Ref 1], plus TR-104 [Ref 29] IMS data nebavith possible extensions). It includes functidmsconfiguration
management, firmware upgrade, troubleshooting/distits, performance management and monitoring &8P services.

Network Discovery. Network discovery function is responsible for thigcdvery of and attachment to an IMS service
provider.
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5.3.1.3 OITF, IG, AG and CSPG
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Figure 5-6: All HN Functional entities

A residential network with the addition of the aptal Application Gateway and the optional CSP Gatefunctional
entities is depicted in Figure 5-6. This representssidential network with all the HN functionaitiéies. The AG and CSPG
are independent optional functional entities that/ine required in a specific residential networkfiguration. The
following additional functions are identified.

Application Gateway (AG)

Procedural Application Environment (PAE): A local procedural language execution environnbesed on Java
Connected Device Configuration (CDC) [Ref 34] fBTV Service Provider specific downloaded applicadidf required,
these applications can present a Ul via the CEA4ZBES 2] based Remote Ul function on the OITF's|BAVhen the PAE
is deployed in a device with local graphics remug(ie.g., combined with an OITF), these applicatialso can also directly
access that local graphics system.
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The definition of the full capabilities of the PA&within the scope of the Forum'’s specificatiofise specification of the
Service Provider specific applications that are gloaded and executed in the environment are outsittee scope of the
Forum’s specifications.

The PAE is a multipurpose execution environmentabépof supporting many IPTV-specific and geneeaVices. These
capabilities include support of the following seeviprovider specific applications:

* Media Control: Enables the Service Provider to locally interdéetmedia stream (media, control, CSP) for the
purpose of adding or inserting content generatedayed in the AG into that media stream. The ati@n of Media
Control shall be under the control of Applicationaning in the PAE via defined APIs.

Note that for protected content, this is only pblesivhen the AG and the CSPG are combined in time skevice
and that the Release 1 specifications do not defineng media content (for the purposes of mediatrol) via an
AG which is not also a CSPG

e CG: Client with the following functions:
= Discovery and description of available services emmtent.
= Atleast one of:
* Presentation of an CG on the OITF via the DAE

» Passing all or some subset of the metadata toMleéeitlata CG client” on the OITF, depending on the
policy of either the Service Platform Provider loe iPTV Service Provider.
Note that this is not addressed in the Releasedifggations.

* When present, this application terminates the URliSterface in addition to the CG application ctien
in the OITF, which also directly handles the UNI$iérface.

e IPTV Service Discovery:Client with the following functions:
o Discovery of available service providers.
o Discovery and description of available services eomtent.

* Fully blended communication servicesPossibly requiring additional hardware to suppdsaaced applications
such as video telephony. The HNI-AGI interfacewllpplications in the AG implementing advanced
communication services to access the AuthorizatiwhSession Management functions in the 1G.

* RUI Server: This function enables applications running in B%E to serve declarative language applications
running on the DAE in the OITF.

» Proprietary or non-standard content download proto®ls: Implementation of proprietary, non-standard or othe
service provider-specific protocols in a PAE apgian.

RMS1: Client application for remote management funaiona managed environment. It provides a stanidéedface for
provisioning and assurance tasks on managed OlEedewith the AG function (i.e. TR-069 CWMP rematanagement
protocol [Ref 1], plus TR-135 [Ref 30])/TR-140 [R&f] IPTV/storage data model with possible extensjoh includes
functions for configuration management, firmwargnagale, troubleshooting/diagnostics, performanceagement and
monitoring of streaming services.

CSP Gateway (CSPG)

The CSP Gateway is required when a gateway ceayipooach to service and content protection is gepl@as an alternative
to the Marlin based CSP functions of the OITF. Awse authenticated channel is used between the G8B@&e OITF.
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5.3.2 Handling QoS in the Residential Network

The QoS function in the WAN gateway is responsiblehe QoS marking (e.g., DSCP, Ethernet priorityd and out of the
residential network. All nodes in the residentiatwork are responsible for marking the appropnpaierity of originating
traffic.

5.3.3 Multicast Handling in modem gateway router

Modem gateway router includes transport relatedtfanality such as LAN handling, IP multicast sugpetc. IPTV
services require additional functionality to be poped in order to ensure efficiency in the home\Lénvironment.

5.3.3.1 Multicast and the Home LAN
It is expected that scheduled content servicesus#él IP multicast technology to deliver A/V streadishough IP multicast
is efficient in the Network Provider domain, it Wilhuse some issues in Residential network enviemnsuch as

* Flooding to unnecessary segments

Gateway routers broadcast incoming multicast padieall ports, resulting in unnecessary packeitsgogelivered
to endpoints that are not listeners for that or mojticast stream, and must discard them. Thig8dn is depicted
in Figure 5-7: Example of flooding issue

Home Router

Figure 5-7: Example of flooding issue

IGMP snooping in the switching function of the hogaeway router will solve this issue to some eixtBat if
there is a secondary switch in the residential ngtwhich does not support IGMP snooping, the sesige still
remains, although its severity has been reduced.

» Low efficiency and unreliability of multicast on Véiess networks (802.11 WLAN) [Ref 7]

Multicast frames can not be transmitted at as highte as unicast frames. Also, the reliabilitynfiticast is low
due to the lack of retransmission mechanisms ireL.ay

To remedy this problem, it is necessary to perforaiticast to unicast conversion at the home entigtp The

conversion will be done at Layer 2 or Layer 3 byaping IGMP messages [Ref 8] and managing the meshipe
of multicast listeners.
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In this release of the architecture, support of B58hooping and IGMP proxy [Ref 9] is mandatoryvoid flooding of
unnecessary segments.

5.3.3.2 Local Multicast within the Gateway Router

It is mandatory for home routers compliant to tinishitecture to support local multicasting to avihid consumption of any
additional bandwidth in the last mile when multipled points are watching the same stream. IGMPm@ng@an solve that
issue by dropping IGMP JOINs for streams that &eady available, and ensuring that these streaenseglicated locally
and delivered to these end points.

5.3.4 Deployment Options

This section describes the allowable deploymeriboptin the residential network, and the servieggpsrted by each
deployment option.

Each of the OITF, IG, AG and WG functional entitmagay be deployed as separate physical devicegiretidential
network, or in combinations as described in thitisa.

5.3.4.1 Services Available in the Residential Netwo  rk

Table 4 shows the services available the residergisvork for each combination of functional ermtiti

Functional Entities deployed in | Services available

the residential network

WG OITF |[IG |AG

X X Unmanaged network services only are available
DAE applications can be deployed.

X X X Managed network and unmanaged network sesvare
available.
DAE applications can be deployed.

X X X X Managed network and unmanaged network sewiare
available.
DAE and PAE applications can be deployed.

X X X [This deployment option is not defined byglversion of
the specification]
Unmanaged network services are available.
DAE and PAE applications can be deployed.

Table 4: Services from Functional Entities
Note that the CSP Gateway functional entity isstwwn in this table. Details of the CSP Gatewayaapent can be found
in section 5.3.4.3

5.3.4.2 Deployment Examples

This section outlines some practical deploymenhaiges. It is not an exhaustive list of all possideployments, but
examples that illustrate how services may be deglaysing new and legacy equipment.

The following terminology is used in this section:

Legacy TV A television without OIF or DLNA capabiles. Connection to such a
television is via, for example, HDMI or SCART.

In the diagrams, dashed lines represent optiormalexions.
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53421 OITFSTB

(N

Legacy TV omi STB WAN Gatewayv

-=n__l

DLNA device

This deployment supports the consumption of unmatiagrvices using a legacy TV. The following desiaee deployed.
A WAN Gateway: This is a standard modem/routeryjaliog access to an unmanaged network via an ISP.

e OITF STB: A set top box implementing the OITF amhigecting to a legacy TV via, for example, HDMI or
SCART.

* Legacy TV: A television without OITF or DLNA capdities.

Optionally, the OITF STB may act as a DLNA DMS take OIF services available to DLNA devices. It atgo act as a
DLNA DMP to access content from other DLNA devioesthe residential network.
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53422 OITFTV

. <

- WAN Gateway

DLNA device
This deployment supports unmanaged services witiheuteed for an additional set top box. The follgrdevices are
deployed.

« A WAN Gateway: This is a standard modem/routeryjaliag access to an unmanaged network via an ISP.
e OITF TV: A television including an OITF.

Optionally, the OITF TV may act as a DLNA DMS to keaOIF services available to DLNA devices. It mégoaact as a
DLNA DMP to access content from other DLNA devicesthe home network.

5.3.4.2.3 Combined IG - WAN Gateway with OITF TV

HNHGI
—
HNHINI

OITF TV

IG - WAN Gateway

Managed

Q-
DLNA device
This deployment supports both managed and unmarssgeites, with DAE applications. The following d=es are
deployed:
« Combined IG and WAN Gateway: A single physical devincluding an IG and modem/router functionality.

e OITFTV: Thisis an OITF TV, as described in thiscdment.

Optionally, the OITF TV may act as a DLNA DMS to keaOIF services available to DLNA devices. It mégoaact as a
DLNA DMP to access content from other DLNA deviogsthe home network.
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5.3.4.2.4 Combined IG —

WAN Gateway with multiple O ITF TVs

HNI-IGI

DLNA device

HNI-INI

HNI-IGI
HNI-INI

IG - WAN Gateway

- -
OITFTV

This deployment supports both managed and unmarssgeites, with DAE applications. The following d=s are

deployed:

 Combined IG and WAN Gateway: A single physical devincluding an IG and modem/router functionality.

» OITF TVs: These are OITF TVs, as described in dllisument.

Optionally, either OITF TV may act as a DLNA DMSnake OIF services available to DLNA devices. Iyrakso act as a
DLNA DMP to access content from other DLNA deviogsthe home network.

Note that one or both OITFs may be deployed in BB Snnected to a legacy TV, as shown below, imstédeing

embedded ina TV.

-

DLNA device

e

Legacy TV m IG - WAN Gateway

O Internet

Managed
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5.3.4.25 Combined IG-OITF STB and Multiple OITFs

=3 Managed
=l

HNI-IGI Gateway

ok Tv

DLNA device

Legacy TV

This deployment supports both managed and unmarssgeites, with DAE applications, presented on &FFO'V and a
legacy TV. The following devices are deployed:

* A WAN Gateway

» Combined IG and OITF STB: A set top box includitgdnd OITF functionality that exposes HNI-IGI tdet
OITFs in the residential network. It connects te lgacy TV using some non-OIF specified mechanssroh as
HDMI or SCART.

e OITF TV: Thisis a TV containing an OITF.

Optionally, the OITF TV and IG-OITF STB may acta®LNA DMS to make OIF services available to DLN&vites. It
may also act as a DLNA DMP to access content friterdDLNA devices on the home network.

5.3.4.2.6 Combined IG — OITF TV

Managed
. ‘ | O

». WAN Gateway
I IG-OITF TV
DLNA device

This deployment supports both managed and unmarsgeites, with DAE applications, presented on &iFOTV. The
following devices are deployed:

* A WAN Gateway.

* Combined IG and OITF TV: A TV including both IG a@TF functionality.
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Optionally, the IG-OITF TV may act as a DLNA DMS teake OIF services available to DLNA devices. Ityratso act as a
DLNA DMP to access content from other DLNA deviogsthe home network.

Note that the IG inside the TV may be used by eee®ITFs to access managed services.

5.3.4.2.7 Multiple IG - OITF STBs

Managed
WAN Gateway
Legacy TV |STB TR
—d
DLNA device
Legacy TV

This deployment supports both managed and unmarsgeites, with DAE applications, presented on iplgiegacy TVs.
The following devices are deployed:

* A WAN Gateway.
e Two combined IG-OITF STBs: STBs including both I@eOITF functionality.
Only one IG can be active in the residential nelwairany one time. This limitation may be relaxeaifuture specification.

Optionally, each IG-OITF TV may act as a DMS to m&XF services available to DLNA devices. They rabp act as a
DMP to access content from other DLNA devices anttbme network.
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53.4.2.8 Combined IG-AG-OITF STB and OITF TV

Managed

? ‘ s N |- N e ;
OII'I'F r'il |‘| | i

-_— - IG-AG -
— — — — — — L OITFSTB

DLNA device

Legacy TV

This deployment supports both managed and unmarssgeites, with DAE and PAE applications, presemte@n OITF
TV and a legacy TV. The following devices are dgplix

* A WAN Gateway.

 Combined IG, AG and OITF STB: A set top box inchgliG, AG and OITF functionality, that exposes HNI*
to other OITFs in the residential network. It coctiseto the legacy TV using some non-OIF specifietinanism,
such as HDMI or SCART.

e OITF TV: Thisis a TV containing an OITF.

Optionally, the IG-AG-OITF STB or the OITF TV magteas a DLNA DMS to make OIF services availabl®tiNA
devices. They may also act as a DLNA DMP to accestent from other DLNA devices on the home network
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5.3.4.2.9 Combined AG-IG with multiple OITFs

Managed

. ‘ WAN Gateway
S ——
- sHNI-INI*= ¢
oirF | i

| AG} IG
.F-_H

#HNHNI*—

Pagskbgeaa
OITFSTE'

Legacy TV

DLNA device

This deployment supports both managed and unmarssggeites, with DAE and PAE applications, presemteén OITF
TV and a legacy TV. The following devices are dgphix

« A WAN Gateway.

» Combined AG-IG device: A device including both I8daAG functionality, that exposes HNI-INI* to OITHhs the
residential network.

» OITF STB: A set top box containing an OITF. It ceats to the legacy TV using some non-OIF specified
mechanism, such as HDMI or SCART.

« OITF TV: ATV containing an OITF.

Optionally, the OITF STB or the OITF TV may acta®LNA DMS to make OIF services available to DLNAvites. They
may also act as a DLNA DMP to access content frimerdDLNA devices on the home network.
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5.3.4.2.10 AG-IG, OITF-IG, Multiple OITFs
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OITF T W

N Gateway
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Managed
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DLNA plevice it AGFIG

IG - OITF STB

Legacy TV

— HNI-INT*

OITF STB

Legacy TV

This deployment supports managed and unmanageiderand DAE and PAE applications. The followirgyides are
deployed:

« A WAN Gateway.

» Combined AG-IG device: A device including both 16daAG functionality, that exposes HNI-INI* to OITHs the
residential network.

» OITF STB: A set top box containing an OITF. It cewts to the legacy TV using some non-OIF specified
mechanism, such as HDMI or SCART.

* IG-OITF STB: A set top box containing both an 1Glaan OITF.
e OITF TV: ATV containing an OITF.

In this deployment, there are multiple IGs. Onlgd@ can be active in the residential network 3t@wint in time. The
ISIM application must always be in the AG-1G indluase.
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5.3.4.2.11 Combined OITF-AG TV and IG-WAN Gateway

-

DLNA device

Managed

OITF + AG IG - WAN Gateway

TV

This deployment supports managed and unmanageidesrand DAE and PAE applications. The followiryides are
deployed:

» Combined IG-WAN Gateway: A single physical devioeluding an IG and WAN Gateway functionality.
* Combined AG-OITF TV: ATV including both an OITF éuan AG.

Optionally, the OITF-AG TV may act as a DLNA DMSttwake OIF services available to DLNA devices. ltymabso act as
a DLNA DMP to access content from other DLNA desiom the home network

5.3.4.3 CSP Gateway

The optional CSP Gateway (CSPG) functional entitglements proprietary content and service proteditd delivers
content to OITFs using a secure authenticated ehdmmtween the CSPG and the OITF.

Some possible deployment scenarios include:
* AnIG and CSP Gateway combined device
* AnAG, IG and CSP Gateway combined device.
* An AG and CSP Gateway combined device

Note that the media control features of the AGaarly possible for protected content when the AG @& Gateway are
combined in one device.

Note that the Release 1 specifications do not defiating media content (for the purposes of medrrol) via an AG
which is not also a CSPG

5.3.5 Residential Network Reference Points

* HNI-INI : This is a group of reference points directly cected to the OITF to provide application layer
protocols common to both managed and unmanagedisadiden AG function is deployed, the AG may
terminate HNI-INI in addition to the OITF as dede in section 5.3.1.3. The HNI-INI consists of the
following UNI reference points.

0 UNIP-1 (to “User Profile Management”)

0 UNIS-13(to “Stream Session Management and Control”)
0 UNIS-11(to “Stream Session Management and Control”)
0 UNIS-CSP-T(to “CSP")

0 UNIS-6 (to “DAE")

0 UNIS-7 (to “Metadata based Content Guide client”)
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0 UNIT-17 (to “Stream receiver”)

0 UNIS-14(to “Stream Session Management and Control”)
0 UNIS-15(to “Service Discovery”)

0 UNIT-18 (to “Performance Monitor Client”)

« HNI-INI*: This interface is a group of reference points leetwthe OITF and AG which supports the
adaptation of the IPTV services to the OITF. Whegsplicable, this interface uses the same prot@oldNI-
INI, as follows: the UNIS-6 reference point alwaplies between the OITF and AG. The following refiee
points may apply when the AG includes A/V mediaage - UNIS-11, UNIT-17 and UNIT-18. Use of the
remaining reference points from HNI-INI between@ITF and an AG is not defined in the Release 1
specifications. Additionally, the HNI-INI* includehe device discovery mechanisms.

* HNI-IGI : This interface is between the OITF and IG andrigles, to the OITF, access to IG functions for the
adaptation to IPTV services on managed networks.HNKI-IGI includes device discovery mechanisms.

 HNI-AGI: This interface is between the IG and AG and presid o the AG, access to IG functions for the
adaptation to IPTV services in managed networks. HINI-AGI includes device discovery mechanisms.

* HNI-AMNI : This interface is between the IG and the netveort includes the reference points that are
required in addition to the HNI-INI reference painto deliver managed services.

* HNI-CSP: This interface is between the OITF and the CSR&alows the OITF to access CSPG functions for
the conversion from a content and service proteca@ution to a secure authenticated channel bettee
CSPG and the OITF..

* HNI-AGC: This interface allows access to encryption keys.

5.4 QoS Framework Architecture Description

The QoS framework is responsible for policy-basadgport control in the access and core networlg, acludes
procedures and mechanisms that handle resouragwatse and admission control for both unicast endticast

The Resource and Admission Control (RAC) [Ref E2hie building block responsible for these fundion
The RAC is able to interact with the following tereain architectural blocks:

* Authentication and Session Management: RAC rece®®surce reservation requests and output noititsit
the status of requests

» Transport Processing Functions: RAC enforces mdjdgieceives resource reservation requests andyemtiee
network status

* Network Attachment: RAC receives the subscribeeas@rofile and location information
The RAC supports QoS resource reservation mechaririggered in two ways:

* “Push” mode: the RAC pushes traffic policies to ttsport processing functions on receipt of aiesfor
resource reservation coming from the Authenticaind Session Management

« “Pull” mode: traffic policies are “pulled” by theansport functions from the RAC on receipt of raseu
requests coming from the Transport Processingtium(e.g. in case of IGMP/PIM) [Ref 10] [Ref 11]

The Push and Pull models and related mechanisnardinated by the RAC, to ensure the approppatiey enforcement
for both unicast and multicast services (see Appedor details).
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5.4.1 RAC functional description and deployment opt

ITF

The RAC functional entities are:

access

ions
Authentication and Session
Management
—— Gq’
Resource Admission
Control
SPDF
A-RACF
Re
| A-RACF | | A-RACF |
I | I |
JE B N [
I | i 1 Transport
! RCEF | ' RCEF | Processing
Lo b Function
BTF BTF

Transport Access
Node

’—' Transport Remote
aggregation Node

Figure 5-8: Resource and Admission Control Architeture

* A-RACF (Access Resource Admission Control Functigeyforms admission control and derives the traffi
policies that are installed in the RCEF.

» SPDF (Service-based Policy Decision Function):vigies a single point of contact for the Autheniimatand
Session Management FE to receive resource resarvatijuests and acts as a final Policy DecisiontPor
Service-Based Policy control.

The Transport Processing Functions involved in @gsing unicast and multicast flows are:

* BTF (Basic Transport Function): sends and recdi@4P and PIM messages; and replicates multitass;

 RCEF (Resource Control Enforcement Function): exd@®traffic policies and builds and forwards adiniss
control requests to the A-RACF;

To maximize performance a distributed architectsifgossible; in particular, depending on operatidicy, the A-RACF
may be located in any Transport Processing Functbale. All Transport Processing Function Nodes thedollowing

deployment options:

* BTF only; in this case policies are not enforcethatTransport Node;

 BTF + RCEF,; in this case a centralized resourceaamiission control approach is used;

« BTF + RCEF + A-RACF; in this case a distributedow@se and admission control approach is used,;

The interfaces between the functional entities are:

» RCEF - A-RACF: based on the same protocol as bisedeen the Authentication and Session Managenmeht a
the Resource and Admission Control Function, iianigter [Ref 27]. The RCEF - BTF interface can besidered
an internal Transport Processing Functions interfac
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* A-RACF — A-RACF: Inter A-RACF interface when mullgpA-RACFs are present. One A-RACF could delegate
the control of a resource to another A-RACF throtlgh interface.

A more detailed description of the RAC behaviouthvexamples of specific deployment scenariosyavided in
Appendix E.
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6. High Level Signalling Flows (Informative)

Many of the signalling flows in this chapter hapesific protocol choices. It should be noted tha&tse are only examples.

6.1 Network Attachment

Network attachment aims at providing IP addresséscanfiguration information to elements in the ©@amer Domain prior
to any other action regarding IPTV services. Thavi@ion and management of IP addresses has twoasp#cts.

IP address management within the Consumer NetworkThis deals with the attachment of the I1G, AG an@iFXto the
WAN Gateway. The WAN Gateway could act as a DHCR&eand a NAT. This type of attachment allows ilBeAG and
OITF to communicate with each other within the desitial network.

In the unmanaged network model, this allows theFXTsend and receive messages from the Internet.

IP address management for communication with the Riwvider Network (Managed Network model only):2 cases can
occur

* The WAN Gateway translates the in-home IP addess1iP address recognizable to the provider'seadirg
plan. In this case a NAT is needed.

« The WAN Gateway assigns an IP address to the IGaA@GOITF from the managed network’s IP addresgod.
In this case no NAT is needed. Configuration infation (e.g. DNS server) is obtained directly by @@F, AG
and IG.

Note: It is mandatory that the WAN gateway supportsftmetionality of translating the in-home IP addessso IP
addresses recognizable to the provider's addrepkngIn this case, a NAT is needed.

6.2 IPTV Service Discovery and Selection

The IPTV Service Discovery is a mechanism to enabl€TF to discover IPTV Service Providers and IPSevvices
provided by a specific IPTV Service Provider. Tmegedures of IPTV Service Discovery consists offtkewing three
steps which are consistent with DVB-IP Service Disry and the discovery information is based on BIREBD&S records
for both managed network and unmanaged network .

» Step 1) Determination of the IPTV Service ProvideDiscovery entry points: This procedure is the bootstrap of IPTV
Service Discovery, where the ITF finds the entrinf(g) of the IPTV Service Provider Discovery fuiocial entity. The
mechanisms to determine the entry point(s) canfiereht between the managed and the unmanagedisnéae
example, in case of the managed model, the Net&tidkchment functional entity can provide the IP @dd to start the
IPTV Service Provider Discovery phase.

» Step 2) IPTV Service Provider DiscoveryThis is the procedure where the ITF retrievestf@mation about each
IPTV Service Provider. This information is locatdhe Service Provider Discovery functional entitgdressed by the
entry point(s) found as a result of step 1. Thierimation can be provided either as a web pagesed on XML data,
such as a DVB-IP Service Provider(s) Discovery Rechh includes the names of IPTV Service Providegnd related
attributes (e.g. a logo image of the IPTV ServiceviRler, the means to retrieve IPTV Service Discgweformation,
etc.). This information will be used by the ITFgerform IPTV Service Provider selection.

» Step 3) IPTV Service DiscoveryAfter selecting one IPTV Service Provider from tisé obtained in step 2, this
procedure allows the ITF to get information abd&®ITV Services offered by the selected IPTV Servicevider. This
information is located at the Service Discoverydiimnal entity. In this step, the term “servicestludes linear TV,
CoD, nPVR, etc. The IPTV Service Discovery inforioatcan be provided either as a web page or asMin récord,
such as a DVB-IP Offering record with needed exterss(including the start-up URL for DAE, entry pofor the
DVB-IP Broadband Content Guide Record and so on).

Note that in the case of 1-to-1 relationship betwise Service Platform Provider and the IPTV SerRcovider, the IPTV
Service Provider Discovery phase (Step 2) wouldrre& single record; therefore, in such a deployitae subscriber does
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not have to select the Service Provider and Stepdld directly provide the address of the IPTV\&ax Discovery
functional entity.

Note that step 2 and step 3 can be repeated wittemgtssarily performing step 1.

When the Service Discovery and Selection Infornmatbanges, the IPTV Service Provider Discovery FEPOV Service
Discovery FE should inform the ITF about this chang

The sequence in Figure 6-1 shows a high levefflcail for IPTV Service Discovery followed by calldvs for IPTV service
access, such as retrieving documents for DAE amigving content guide metadata. Each call flow erude an optional
authentication step to avoid unauthorized accetlsttPTV services.

[P St IPTV Service IPTV 121
Metadata

Control

Network .
ITF Attachment P_rowder
Discovery

Discovery Application

Assume network
Is connected

O Step 1. Determination of the IPTV
4 Service Provider Discovery Entry point

Step 2. IPTV Service Provider
IPTV, Discovery
Service _<
Discovery
Process
< Step 3. IPTV Service Discovery Information
-
/
Retrieval of Documents for DAE
IPTV
Service
Access
Process . .
(examples) Retrieval of Content Guide Metadata (BCG)

Figure 6-1: High level steps in Service Discoveryna Service Access
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6.2.1 IPTV Service Discovery and IPTV Service Acces s Procedures for
Unmanaged Networks

This section describes the IPTV Service Discovewy &ervice Access procedures for unmanaged netwaskdescribed in
Section 5.3, the minimum set of functional entitiegded to access unmanaged IPTV services ardTiea@d the WAN
Gateway; thus, the IPTV Service Discovery and Serficcess procedures for unmanaged network arershereafter
considering only these entities.

6.2.1.1 High Level Procedure

OITF Network IPLYQ?%Z:Ce IPTV Service Metadata IPTV
Attachment . Discovery Control Application
Discovery

0. Network Attachment

1. Determination of the IPTV
Service Discovery entry point

2. IPTV Service Provider Discovery
(finds out about all IPTV service providers)

3. IPTV Service Discovery

4. IPTV Service Access

Figure 6-2: High level steps for Service Discovergnd Service Access for unmanaged networks

The IPTV Service Discovery and IPTV Service Acaasscedures for an unmanaged network comprise a euaftsteps, as
shown in Figure 6-2:

Determination of the IPTV Service Provider Discgventry point

IPTV Service Provider Discovery

IPTV Service Discovery

IPTV Service Access (e.g. Access to the Contentd&divia metadata or web page)

PoONRE

These steps are described in detail below.

0. Attachment to the network, where tBTF obtains connectivity to the unmanaged netwibrkugh the WAN
Gateway

1. Determination of an IPTV Service Provider Digexy entry point. This is an internal process iea @ITF.

2. The OITF initiates the IPTV Service Provides@ivery using this entry point. In this step, th@V Service
Provider Discovery functional entity provides thst bf IPTV Service Providers and information tieatised in
the next step (e.g. IPTV Service Provider namad@ress, protocols to be used)

3. The OITF initiates the IPTV Service Discovdrythis phase the OITF selects an IPTV Service idsmnand
obtains the list of IPTV services available fromattBpecific IPTV Service Provider
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4. The OITF can select and access an IPTV sergigeaccess the Content Guide.

6.2.1.2 Determination of the IPTV Service Provider  Discovery entry points

For unmanaged networks, the OITF determines thg point(s) with the following options. There is padority order for
these options.

e Manual

The End User manually enters a URL or an IP adffregs The OITF should provide a means to allowsise
enter an entry point easily, e.g. bookmark, or diefdRL and the means by which this is achieve@IliEF vendor
dependent.

* Pre-Configured
Optionally, all the necessary information can be-gonfigured in the OITF.
» DHCP Configuration

Optionally, the OITF retrieves provider discoventrg points via DHCP configuration parameters. Thaild be
provided by the ISP to which the residential netnmnnects.

6.2.1.3 IPTV Service Provider Discovery

The OITF requests the information on the availdBIEV service providers from the IPTV Service Prardiscovery
functional entityvia HTTP(S).

IPTV Service

IPTV Service

OITF Provider .
Discovery

Discovery

1. HTTP(S) request for IPTV service
provider discovery information

v

2. HTTP(S) response of IPTV service
provider discovery Information
Response (Set of SPs SD Service-
URI & related information like icons)

l

Figure 6-3: IPTV Service Provider Discovery for unnanaged networks

6.2.1.4 IPTV Service Discovery
The Service Discovery Record can be delivered vidi{S) as XML data(DVB-IP SD&S Record) or as a Web Page.
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IPTV Service

OITF Provider e

Discovery

Discovery

1. HTTP(S) request for IPTV service
discovery information (R-URI=IPTV SD Service-URI)

v

2. HTTP(S) response of IPTV service discovery
information (List of Services, CG Address, etc)

Figure 6-4: IPTV Service Discovery for unmanaged rtevorks

6.2.1.5 IPTV Service Access
The following figure shows the call flow for obtéig the Content Guide, which is an example of IPSEwice access.

Metadata IPTV
OITF Control Application
~
1. HTTP(S) Request for Content
Guide information
>
Retrieval of
aC:rl:;igdGalt];de 2. HTTP(S) Response of Content
Guide Information (DVB-IP BCG
XML data)
.
1. HTTP(S) Request for Content
Guide information (Web)
»
Retrieval of
Content Guide
as Web page 2. HTTP(S) Response of Content
Guide Information (XHTML data)
- -

Figure 6-5: IPTV Service Access for unmanaged netwks

6.2.2 IPTV Service Discovery and IPTV Service Acces s Procedures for the
Managed Model
This section describes the IPTV Service Discovewy Service Access procedures for managed netwAskdescribed in

Section 5.3, the minimum set of functional entitiegded to access the managed IPTV services a@Tike the IG and the
WAN Gateway; moreover, the AG can be introducedrasptional functional entity in some deploymenti@ps.

The IPTV Service Discovery and Service Access piopes are shown hereafter, starting from a higktlprocedure
description and then detailing two cases basedvordifferent deployment options. Section 6.2.2.@vehthe case where
just the 1G is deployed, while Section 6.2.2.3 diéss the case where the AG is also deployed tegetth the IG.
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6.2.2.1 High Level Procedure

Attachment Control

IPTV
Service

Discovery

IPTV App
Metadata

IPTV Service
ASM SSO AP Provider
Discovery

OITF G t Network

0. SPP Attachment

1. Discover IG

2. IMS Registration

3. GBA Bootstrapping Procedures

4a. IPTV Service Provider Discovery (finds out about all IPTV Service Providers)

4b. IPTV Service Discovery

5. IPTV Service Access

Figure 6-6: High level steps for Service Discovergnd Service Access for managed networks

The managed network Service Provider Discovery a@ap a number of steps as shown in Figure 6-6:

4a.

4Db.

5.

Attachment to the Service Platform provider (BPP

Discovery of the IG. The OITF is turned on afains the entry point for the IPTV Service PdayiDiscovery
from the IG. The determination of the IPTV ServiRvider Discovery entry points can be achievea iumber
of ways e.g. pre-configuration of the IG or usingpecific event package, the service providersodisy request
can be forwarded to the appropriate Service Pro\biecovery FE.

Registration with the SPP (IMS Registration)
GBA bootstrapping procedure

IPTV Service Provider Discovery: The OITRiates the IPTV Service Provider Discovery. Thevier
Provider Discovery FE provides the list of IPTV Bee Providers and information used for the negpge.g.
IPTV Service Providers’ name, IP address, prototmlse used).

IPTV Service Discovery: The OITF initiates iRV Service Discovery. In this step, the OITFest$ an IPTV
Service Provider and obtains from the Service Discp FE the list of services available from thaedfic IPTV
Service Provider.

The OITF can select and access an IPTV semige access the Content Guide, via metadatavebgage.

In the case where there is a 1-to-1 relationshipvéen the Service Platform Provider and the IPT¥i8e Provider, the
Service Provider Discovery phase will return a Engcord; therefore, in such a deployment, thesstilber would not select
the service provider and the initial response twige Provider discovery could return the addrdsh® Service Discovery
functional entity.
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6.2.2.2 IPTV Service Discovery and Service Accessf or Residential networks with 1G

6.2.2.2.1  High Level Step 4a - IPTV Service Provide r Discovery

IPTV Service

OITF (€] ASM LRI Provider

Control .
Discovery

1. HTTP(S) Request for IPTV
Service Provider information

>

2. SIP: SUBSCRIBE R-URI=IPTV SPD Service-URI
(Event= IPTV-SPD-event-package, OITF specific information)

Validate originating iFC
for service access

3. SIP: SUBSCRIBE (R-URI=IPTV SPD Service-URI)

4. SIP: 200 OK

<

5. SIP: 200 OK

<

6. SIP: NOTIFY (Set of IPTV SPs SD Service-URI and
related information such as icons...)
7. SIP: NOTIFY (Set of IPTV SPs SD Service-URI
and related information such as icons, protocol and
address to be used for Service Discovery ...)
dl

<«

8. SIP: 200 OK

v

9. SIP: 200 OK

\ 4

10. HTTP(S) Response (Set of IPTV
SPs SD Service-URI and related
information such as icons...)

a
«

Figure 6-7: IPTV Service Provider Discovery for a nanaged network

The call flow in Figure 6-7 shows the case wheeeGhTF requests, via the IG and the ASM, informatdout the available
IPTV Service Providers from the Service Providesdovery FE

Assumptions for this signal flow are that:
* The IG is registered with the SPP.
e The SPP has configured the IG.

e The IG knows the service URI of the IPTV Servicewder Discovery FE. This FE's service URI as veallthe
protocol to use to access it may be well known withe SPP domain.

In signals 2-7 the IG obtains a list of IPTV SeevRroviders available via the SPP. The resultisfghase (step 10) is the
retrieval of the list of IPTV Service Providers amtiated information (e.g. the IPTV Service Prov&d@ame, IPTV SPs SD
Service-URI (address of IPTV Service Discoverytgitiprotocol to be used for Service Discovery).

It is recommended that a well known Public Senientifier (PSI) is assigned for the IPTV Servigewder Discovery
functional entity. This well known PSI, which iSSP URI, simplifies the remote configuration of 1&sd allows IMS
routing to be fully exploited.
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The User Database is configured with the origirgafitter criteria necessary to route the SIP SUB&ERmMessages from
authorized users to the correct FE. In order suemthat unauthorized users do not get accebe t8ervice Provider
Discovery FE, the PSI should not be configurechinDNS of the Service Platform Provider.

HTTP can optionally be used in this signal flow.

6.2.2.2.2  High Level Step 4b: IPTV Service Discover vy

This procedure can be performed via the use of H{E&Be 1), or IGMP/multicast (case 2), dependintheriprotocol to be
used for Service Discovery” info obtained in Higeviel step 4a (see Figure 6-7).

IPTV Service Discovery — Case 1 — Using HTTP

IPTV
OITF IG Service

Discovery

HTTP(S): Request for IPTV Service Discovery Information

HTTPS: Response (List of Services, EPG Address)
>

<

Figure 6-8: HTTP-based IPTV Service Discovery
The IPTV Service Discovery address is obtainedhéntigh level step 4a shown in Figure 6-6.

In the flow shown in Figure 6-8, the OITF receities address from where it can obtain the Conteid&sas well the
protocol to be used (via multicast or unicast).

The Service Discovery Record can be deliverededdiTF as XML data (for the metadata client) or adNPage (for the
DAE).

IPTV Service Discovery — Case 2 — Using IGMP multast

Transport

IPTV Service

OITF Processing Discovery

Function

IPTV Service Discovery
information

<

IGMP: JOIN

A 4

IPTV Service Discovery information

Figure 6-9: Multicast-based IPTV Service Discovery
The IPTV Service Discovery multicast address isimtgtd in the high level step 4a shown in Figure 6-6

In the flow shown in Figure 6-9, the OITF joins thgpropriate address using IGMP to obtain the IR&Nice discovery
information as XML data (for the metadata client).
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6.2.2.2.3 High Level Step 5 - IPTV Service Access - Obtaining the Content Guide

Transport
OITF IG Processing
Function

Metadata

IPTV
Control

Application

Triggered by an IPTV Service Provider that is Selec  ted

(
Content Guide

Multicast option, IGMP: JOIN
retrieval of >
Content Guide Content Guide
metadata <

g

(" HTTPS Request for Content Guide N

>
T T T T T T T T T E T e T T T 1

Unicast option ! GBA Based Authentication (optional) !
retrieval of b L e Lt B e e e L e L e e *
Content Guide
metadata HTTPS Response (Content Guide)

\

(" HTTPS Request for Content Guide ~

r T T T T T T T

Unicast option, 1 GBA Based Authentication (optional) i
retrieval of e s it !
Content Guide
as Web page HTTPS Response (Content Guide)

Figure 6-10: Access to Content Guide
Three possible flows are shown in Figure 6-10:
» Metadata based Content Guide delivered via mutticas
* Metadata based Content Guide delivered via unicast.

« Content Guide delivered via unicast in data fornsaggported by the DAE (e.g., HTML Web Page).
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6.2.2.3 IPTV Service Discovery and Service Access f or Residential Networks with IG
and AG

6.2.2.3.1  High Level Step 4a - IPTV Service Provide r Discovery

IPTV IPTV Service
OITF AG + IG ASM Control Erowder
Discovery

1. HTTP(S) Request for IPTV Service
Provider Discovery Information
»
2. SIP: SUBSCRIBE R-URI=IPTV SPD Service-URI
(Event= IPTV-SPD-event-package, OITF specific information)
»
Ll

Validate originating iFC
for service access

3. SIP: SUBSCRIBE (R-URI=IPTV SPD Service-URI)

4. SIP: 200 OK

<
<«

5. SIP: 200 OK
d

<

6. SIP: NOTIFY (Set of IPTV SPs SD Service-URI and
related information such as icons)
dl

)

e SIP: NOTIFY (Set of IPTV SPs SD Service-URI and related information such as icons )

<

8. SIP: 200 OK

" 9. SIP: 200 OK

v

AG creates a new presentation of
the Service Provider Discovery info.

10. HTTP Response with list of Service Providers

<

Figure 6-11: Steps in Service Provider Discovery fa residential network with an AG and IG

The call flow in Figure 6-11 is very similar to th@-only case. The only difference is that the ABercepts the data,
generates a web page and sends its address (URLE @ITF for retrieval.

The assumptions for this signal flow are that:
* The IG is registered with the SPP.
* The SPP has configured the AG+IG.

e The AG+IG knows the Service-URI of the IPTV Servikmvider Discovery FE. This FE’s service-URI adlae
the protocol to use to access it may be well knaithin the SPP domain.

In signals 2-7, the AG+IG obtains a list of IPTVr@ee Providers available at the SPP and convkigsrformation into a
suitable format, among those supported by the D&ES conversion can be required, for example, einge the look & feel
of the page listing the Service Providers

Note that Service Provider Discovery info can bikvdead as XML data (for the metadata client) orad@rmats supported
by the DAE (e.g., HTML web page).

Analogous to the case where only the IG is deplpifesl recommended that a well known Public Sex\aentifier (PSI) is
assigned for the IPTV Service Provider Discovemctional entity.. This well known PSI, which is BPSJRI, simplifies the
remote configuration of IGs, and allows IMS routbogoe fully exploited.

Copyright 2009 © Members of the Open IPTV Forum



Page 67 (140)

The User Database is configured with the origirgafitter criteria necessary to route the SIP SUB&ERmMessages from
authorized users to the correct FE. In order suemthat unauthorized users do not get accebe t8ervice Provider
Discovery FE, the PSI is should not be configurethe DNS of the Service Platform Provider.

HTTP can be optionally be used in this signal flow.

6.2.2.3.2  High Level - Step 4b — IPTV Service Disco very

This procedure can be performed via the use ofMtseeither HTTP, or IGMP/multicast, depending oe tprotocol to be
used for Service Discovery” information obtainedstap 4a of the high level procedures (see Figute Bor the sake of
simplicity, no call flows are shown here as theepttases are very similar to those described itid3e6.2.2.2.2.

6.2.2.3.3  High Level Step 5 — IPTV Service Access

OITF AG +1G ISR

Control

- HTTP Request for Contegt Guide

HTTPS GET

v

Content Guide
as Metadata <

'HTTPS Response (Content Guide as XML data)

AG creates a new XML file id needed
and send it as XML data (metadata)
to the OITF

HTTP Response with Content Guide
. <

/
RUI Server transactions > HTTPS GET _
»
. HTTPS Response (Content Guide as XML data)
Content Guide <
as Web page
< AG creates a new Content

Guide HTML web info

RUI Server transactions

-

Figure 6-12: Steps for Service Access in a residéaitnetwork with an AG and an I1G

Figure 6-12 shows XML data for creating the Contenitde (CG) being retrieved using HTTP.

6.2.3 Consolidated service discovery of managed and unmanaged

services
For an OITF connected to a managed network, thd&=@i&y present a consolidated view of the servicaodered from the
managed network, and also whatever is available ftee default service discovery mechanisms for uraged network

based SPs. At this point, if the user is allowedrtter preferences regarding the first screenyiliide seen when the OITF
is powered on the next time.
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6.3 User Identification and Authentication

For IPTV services that require service access authton, the user is identified and authenticdiganeans of some
pre-established credentials (such as user nampaassvord, or IMS Private Identity [Ref 15] and esponding long-term
secret key). This section provides high-level mgegtows for user identification and authenticatiofor the case of
unmanaged as well as managed networks.

For managed networks, the following user authetitinanethods shall be supported: IMS AKA and Sige3i [Ref 18]. .
HTTP Digest (RFC 2617) [Ref 16] shall be suppoftadhe case of the unmanaged network model.

For Single Sign-on, 3GPP's Generic Bootstrappinthitecture (GBA) (3GPP TS 33.220) [Ref 25] shalshbeported for
managed networks, and SSL/TLS shall be supportedrnimanaged networks. The Single Sign-on mechanisowded by
the Generic Bootstrapping Architecture may alsaygicable for the unmanaged network model when@Jb@ased IMS
authentication capability is available in the home.

6.3.1 Unmanaged Networks

For unmanaged networks, the solution should useRHDiGest Authentication [RFC 2617] [Ref 16] in orde identify and
authorize users for IPTV service access. The HTige® Authentication scheme improves the HTTP Basiihentication
method by transmitting cryptographic hashes of\wasss and other relevant data instead of transigipasswords from
clients to servers as clear text. Figure 6-13 dgpie call flow for HTTP Digest Authentication txeten the relevant
functional entities.

User

OITF SAA Database

1. GET <resource>

v

Host: <server name>

2. 401 Unauthorized

WWW -Authenticate: Digest
nonce=<nonce>
realm=<realm>

[aop=<qop>]

3. GET <resource>

A

v

Host: <server name>
Authorization: Digest
username=<username>
realm=<realm>
nonce=<nonce>
response=<response>
[cnonce=<cnonce>]

4.200 OK

Authentication-Info:
nextnonce=<nextnonce>
[qop=<qop>]
[rspauth=<rspauth>]
<token>

Figure 6-13: Identification and Authentication using HTTP Digest in the case of unmanaged networks

The following is a description of the various megs=a

1. OITF to SAA: HTTP GET
The OITF sends an HTTP GET request to the Servamegs Authentication (SAA) function. This request
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indicates the resource desired by the OITF (ergsaurce> = /supercoolvideos.html) and the nantbeo§erver
hosting the desired resource (e.g., <server nameww.coolvideos.com).

2. SAA to OITF: HTTP 401 Unauthorized
Since access to the requested resource is prot¢ioee8AA sends an HTTP 401 Unauthorized respanteet
OITF. This message contains a WWW-Authenticate @efield which indicates that the OITF has to anttoate
using the HTTP Digest method. To this end, thipoase message also includes a random value caltestrand
the realm to which the requested resource belangs Krealm> = supercoolvideos@coolvideos.comg Th
Quality of Protection (qop) parameter is optionat if included by the HTTP Server, not only the Gl8an be
authenticated by the SAA but also vice versa (ege3and 4).

3. OITF to SAA: HTTP GET
The OITF resends the HTTP GET request to SAA,tthie also including an Authorization header fieddbrder
to get authenticated by SAA. This header fieldd@iois a user name valid for the realm in questimhthe
response digest that the OITF has calculated basatput of the user name, corresponding passweadin and
other data. If the HTTP 401 message in step 2 owda qop parameter, the OITF challenges the S/hatfon
for authentication by including a client nonce (eoe). On reception of this HTTP GET message, tha SA
compares the response value received from the @iTe expected response value. (The SAA functimaios,
at least partly, this expected response value frmrJser Database. The interface between the HERRB
(SAA) and the User Database is out of scope open IPTV Forum specifications.)

4. SAA to OITF: HTTP 200 OK
If the response value received from the OITF egtdsexpected response value (successful case§Athesends
an HTTP 200 OK response to the OITF containing Aatlcation-Info header. The OITF can later on tige t
information in this header to send the HTTP GETues with an Authorization header including thisueato
authenticate the OITF and gain IPTV service acdessase the SAA included a qop parameter in mes2athis
HTTP 200 OK message also contains a response mdt dalue (rspauth) calculated using the cnombeev
sent to the SAA in step 3. This rspauth value essattie OITF to authenticate the SAA.

6.3.2 Managed Networks

In the managed network case, user identificati@haurthentication is based on either the 3GPP IM&éutication and Key
Agreement (AKA) or on SIP Digest [Ref 18] .

User authentication occurs during IMS Registratighich occurs either when:

a. The IG is powered up
or

b. The end user explicitly logs on for personalizedises
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6.3.2.1 IMS AKA

To support IMS AKA, a UICC with an ISIM or USIM afygation must be integrated into the IMS Gatewd)(IFrom the
IMS point of view, the I1G thereby takes the roleaofIMS Subscriber. The UICC stores a long-termetdey K which is
shared between the ISIM or USIM application andsarlDatabase belonging to the network operatompiftatides the 1SIM
or the USIM. The following figure shows the high#¢ message flows for user identification and amtication based on the
IMS AKA procedure:

User

OITF IG ASM Database

1. Registration Request

2. SIP REGISTER <HN>

>

To: <IMPU>

From: <IMPU> 3. DIAMETERMAR
Contact: <IP Address> <IMPI>

Authorization:

username=<IMPI>
4. DIAMETER MAA

-
5. SIP 401 Unauthorized <IMPI>
- AV=<RAND, AUTN,
WWW-Authenticate: XRES. IK, CK>

nonce=<RAND, AUTN>

6. SIP REGISTER <HN>

To: <IMPU> "
From: <IMPU>
Contact: <IP Address>
Authorization:
username=<IMPI>
response=<RES>
7. SIP 200 OK

P
<«

A

8. Registration Response

Figure 6-14: Identification and Authentication using IMS AKA in the managed case

The following is a description of the message flehswn in Figure 6-14:

1. OITF to IG: Registration Request
The OITF sends a request for registration to th& ateway (IG), when needed (case b. The end ugkcity
logs on for personalized services)

2. IG to ASM: SIP REGISTER
This request contains the domain name <HN> of th&idential network as read from the ISIM, the pevand
public IMS identities <IMPI> and <IMPU> of the 1@s well as IG's IP address (obtained prior to IMGAA
Besides the IP address, all these data are readtlfr® ISIM.

3. ASM to User Database: DIAMETER MULTIMEDIA AUTH REQ UEST (MAR)
ASM requests authentication data from the User Izt with respect to the IMS subscriber (IG) ideatiby
<IMPI>.

4. User Database to ASM: DIAMETER MULTIMEDIA AUTH ANS WER (MAA)
The User Database sends an Authentication Veck§tp the ASM containing the following data: rando
challenge RAND, answer XRES expected by the 1Gép §, network authentication token AUTN, integkBy
IK, and ciphering key CK. The authentication tol&dTN contains a message authentication code (MAC)
enabling the IG to authenticate the HN (see step 8)
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5. ASM to IG: SIP 401 Unauthorized
At this point in time, the ASM denies the IG auttieation. Instead, it sends a SIP Unauthorized aggssvith a
WWW-Authenticate header to the IG. This headera@ostRAND and AUTN. After reception of this message

the 1G verifies the message authentication codégued in AUTN thereby authenticating its Residanti
network.

6. IG to ASM: SIP REGISTER
ISIM computes the value RES on input of its versibthe secret key K stored on the UICC of theT@e IG

sends a new SIP REGISTER request to the ASM, ithis with RES as response to the challenge the ASM
initiated in step 5.

7. ASM to IG: SIP 200 OK

If RES = XRES (successful case), ASM considerd@as authenticated, and binds <IMPU> to the |IPFreskl
<IP address>.

8. IG to OITF: Registration Response
The IG informs the OITF about the result of theistrgtion procedure. (when step 1 is needed)

In case of success, the ISIM of the IG is ablegtam its knowledge of the secret key K and thlaenttcation token
AUTN, to calculate the same values of the intedkity IK and the ciphering key CK as those thatAls#/ received in
step 4 from the User Database. The IG and the AS#MK and CK to establish IPSec Security Assoaiatifor protecting
SIP signalling messages over the IG — ASM refergudet.

6.3.2.2 SIP Digest
SIP Digest follows the 3GPP TS 24.229 specificaf®ef 18].

6.3.3 Usage for GBA in the Unmanaged Model

In case where IMS-based authentication capabgigupported and available in the home, the GBAISi8gn-on
procedure can be used when accessing IPTV Apmit&ervers that trust these IMS-based user credefir service
access. The unmanaged model shall use the samamsahdeployed in the managed model with regatdeaisage of
GBA. This applies in both the residential netwonkiahe SPP network.
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6.4 Unicast Session

There are a number of IPTV services that use unitei/ery for all or part of their content deliyeisuch as:

» CoD, Content on Demand: End users can order vitteosgh a CoD catalogue and have them streamed
directly to the ITF

* nPVR, Network based Personal Video Recorder: Allmesrding of programs on the network side, and
delivered as a unicast stream when played back.

» Time Shifting: This allows the end user to pausgjind and fast forward to the current positiorve li
broadcast program. At the pause request, the nletstarts recording the session so that subseqsgeniagtions
(e.g., play, rewind) results in a unicast nPVR isess

6.4.1 Unicast Session setup (managed model)

Figure 6-15 shows a high level call flow for a wastsession setup based on the above descriplioasinicast session
setup procedure includes the following three dailv§:

» Service Session setup.
* Secure Channel setup for the Content Delivery Sagsiptional).
« Content Delivery and Control.

Each of the above call flows will be describedéparate sub-sections.

OITF IG RAC ASM i CDNC CcC CDF
Control

Service Session Setup call flows

Secure Channel call flow

Content Delivery and Control

Figure 6-15: Overall Description of the call flows
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6.4.1.1 Service Session Setup Description

The Service Session establishment in the managadnemodel involves the OITF, the IG, the IPTV Qah, the CDNC,
the “Authentication and Session Management (ASMY the “Resource and Admission Control (RAC)” fuocal entities.

OITF G RAC ASM 1Py CDNC cc CDF
Control
1. User selects
unicast content
—l

OITF acquires content
IDs, any necessary
information to make an
SDP offer including IP
addresses and ports for
media delivery, and/or
locators.

2. HTTP session setup request (POST message)}
—_—

3. Service session setup request
>

»

Resource Reservation Phase

4. Service session setup request

Validate request
Select CDNC

5. Service session setup request
M————

6. Service session setup request
>

7. Service session setup request
.
Select CDF

-~

Content Delivery Session
Setup (getting RTSP session ID

. . . 8. Service session setup Response
9. Service session Setup RESPONSE [f———

-

10.Service session setup Response
—_— )

11.Service session setup Response
.‘_

Resource Commit Phase

12. Service session setup Response
<

<

13. HTTP session setup response
(SIP session ID + RTSP session ID)

—

Figure 6-16: Service Session Setup Call Flow

The following is a description of the interactianghe call flow shown in Figure 6-16:

1. The sequence is triggered by an action fronusiee. The user requests content from the CoDagatalor selects
some content stored in an nPVR, which resultsunieast session.

The OITF acquires all the necessary informatioruéite selected content that allows it to make R $ffer. The
SDP offer must include the IP address and poti@fQITF, which is the destination address of theast for the
selected content.

2. The OITF sends an HTTP session setup requése 6. The request includes the selected coideartd the
corresponding SDP offer.
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3. The 1G sends a Service session setup requestNSITE) to the ASM in the IMS core network.
The ASM uses the services of the “Resource and ssion Control” functional entity to perform resoameservation.
4. The ASM forwards the request to the IPTV Cdrfinactional entity.

The IPTV Control authorizes the request based emusier profile. The IPTV Control selects the appgedp CDN
Controller. Optionally, the IPTV Control interactdth another functional entity that performs thesk.

5. The IPTV Control forwards the request to thevVABr routing to the selected CDN Controller.

6. The ASM routes the request to the target Caridefivery Network Controller. The CDN Controllevdates the
appropriate Cluster Controller that can servicertugiest.

7. The Content Delivery Network Controller forwarithe Service session setup request to the chdasteC
Controller

The Cluster Controller analyses the Service ses@atup request in order to choose the appropriatge@t Delivery
Function (CDF) based on its status, options and (eay. number of outgoing streams). Please refénnex C for
more information about CDNC/CC/CDF selection.

The Cluster Controller then sets up the conternvelgl session (RTSP session) for the requestedngrand
establishes a binding between the service sessibtha corresponding content delivery session.

8-11. The content delivery session identificatismaturned, through the Service session setupmespback to the
ASM.

The “Authentication and Session Management” FRres$ the “Resource and Admission Control” FE toout the
reserved resources.

12. The ASM forwards the Service session setuporespto the IG

13. The IG sends an HTTP response to the OITHkhtdes the content delivery session identifief §IR session
ID), and all relevant information to allow the OI'BIRd the user to start viewing.
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6.4.1.2 Securing Content Delivery Session Signallin g (optional)

As shown in the HLA in Figure 5-2, a secure charmwaal be optionally established between the OITFthadCluster
Controller prior to any exchange of signalling naggss. In particular, this allows the Cluster Cdigrand the OITF to
mutually authenticate each other. This is partityleritical in environments where direct commurtioa without such a
secure authenticated channel is not desirable beaapotential security risks.

Note that the secure channel can be torn down wWiee is no signalling to be exchanged betwee®ffié¢- and the Cluster
Controller. Thus, the secure channel can be sehufemand.

Figure 6-17 depicts the actual call flow over sactecure tunnel.

OITF G RAC ASM 12y CDNC cc CDF
Control
1. Establish TLS channel and perform server authentication >

2. Start stream control

2. Start stream control
—

»
>

The Cluster Controller will
authenticate the OITF

3. Start stream control

4. Success
‘5. Success
:e. Media stream
Figure 6-17: Securing the Content Delivery Signaltig
The steps in this call flow are as follows.
1. The OITF establishes a TLS channel with thecdetl CC to serve the user. Server authenticetiperformed
by the OITF in this step.
2. The OITF starts streaming control to start vigythe selected content.
The CC needs to authenticate the OITF before Kipsathe message to the CDF.

3. Once mutual authentication is successfully deted, the CC proxies the start stream control ages$o the

CDF.
4-5. The successful response from the Content@slifunctional entity is proxied all the way tet®ITF.

6. Following that, the media streaming starts.

6.4.1.3 Content Delivery

After the service and content delivery sessionsatep, as explained in Section 6.4.1.1, the Ol§dsuhe content delivery
session ID to stream and control the content receikom the CDF. A logical binding exists betweke service session and
the content delivery session. The binding is mameth by the CC, as well as the IPTV Control FE.

The steps in this call flow depicted in Figure 6&k8 as follows.

» Stream Control requests generated by the OITFaageted to the CC. The CC proxies those requesteto
appropriate Content Delivery Function.
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* The Content Delivery Function streams the mediaatly to the OITF.

Content
Delivery
Function
1.xy

Cluster
OITF Controller

1.x

Stream control request

[

Stream control
request

Media Stream

«

Figure 6-18: Content Delivery Streaming Control

6.4.2 Unicast Session Modification (managed network )

There are a number of use cases that can lead tetd for session modification. Examples inclinterteed to receive a
second stream for “picture-in-picture”, or simpbysiew a second channel in a side-by-side windoth tie original stream.
These features depend on the capabilities of thderéng device. The implication of the above id thare can potentially be
a 1:N relationship between a service session anddhtent delivery session.

Session modification can be initiated from the ObrFrom the network side. The subsequent calt$§lshow examples of
both cases.

It is also important to note that modifying an ¢ixig session to include an additional stream isapt®n, while creating a
new unicast session to carry that additional strisaamother. Operator policies as well as cliesigtecan play a role here.

6.4.2.1 Client initiated session modification call flow

Figure 6-19 shows a typical call flow for the machtion of an existing unicast session to add a steeam. Terminal
capabilities must support such a feature in the fiface.

It is assumed, that a Service Session and its iassdcContent Delivery Session(s) have been esteddiprior to any
modifications.

Below is a brief description of the steps that @dnuthis process:

1. The sequence is triggered by an action fronutfee. The user requests something from the Caddogate or
selects some content stored in an nPVR. The useptionally select a new Service Session to hgpsketr
viewing that content or he can reuse an existingiGe Session.

The OITF acquires all the necessary informatiorualite selected content that allows it to make sdkeran SDP offer.
The SDP offer must include the IP address andgddhte OITF, which is the destination address efgtream.

2. The OITF sends an HTTP session modify requettet IG. The request includes the selected coidettie
corresponding SDP offer, and the service sessitm e used for that session.

3. The IG sends a Service Modify request (SIPRéITE) to the ASM in the IMS core network.
The ASM uses the services of the “Resource and sgion Control” functional entity to perform resoemeservation.
4, The ASM forwards the request to the IPTV Cdrfuractional entity.

The IPTV Control FE authorizes the request basetthemiser profile. The IPTV control server seleébotsappropriate
CDN controller. Optionally the IPTV control senieteracts with another functional entity that penfis that task.
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5. The IPTV Control FE forwards the request toAl8M for routing to the selected CDN Controller.

6. The ASM routes the request to the target Caridefivery Network Controller. The CDN Controlleydates the
appropriate CC that can service the request.

7. The Content Delivery Network Controller forwarithe Service modify request to the chosen Clietroller.

The Cluster Controller analyses the Service madifuest in order to choose the appropriate Comelivery
Function based on its status, options and load (emgber of outgoing streams). Please refer to AgixeC more
information about CDNC/CC/CDF selection.

The Cluster Controller then sets up the conternveigl session (RTSP session) for the requested:ngrand
establishes a binding between the Service Sesaibtha corresponding Content Delivery Session.

8-11. The Content Delivery Session identificati®neturned, through the Service modify responaekio the ASM.

The “Authentication and Session Management” insértlee “Resource and Admission Control” to cominé teserved
resources.

12. The ASM forwards the Service modify responsthéolG.

13. The IG sends an HTTP response to the OITHrbhtdes the Content Delivery Session identifRF §P session
ID), and all relevant information to allow the OI'BIRd the user to start viewing.

Copyright 2009 © Members of the Open IPTV Forum



Page 78 (140)

oITF G RAC ASM IPry CDNC cc CDF
Control

1. User adds new stream
to existing session
—

2. HTTP session modify request
(POST message, service session ID)
—

3. Service modify request

>

Resource Reservation Phase

4. Service modify request
—_—

Validate request
Select CDNC

5. Service modify request
—

6. Service modify request

Ll
7. Service modify request
_’
Select CDF

~

Content Delivery Session
Setup (getting RTSP session ID)

9. Service modify response 8. Service modify response |
P r—

«

10. Service modify response
—

11. Service modify response
—

Resource Commit Phase

12. Service modify response
-

13. HTTP session modification
response (RTSP session ID)

Secure channel connection establishment and streaming control procedure

Figure 6-19: OITF initiated Unicast Session Modifiation

6.4.2.2 Server Initiated Unicast Session

Figure 6-20 shows a typical call flow for a neweast session generated from the network towardsistered user. Below
is a brief description of the steps that occuhis process.

The sequence is triggered by an action from a méteerver. The server may have learnt somehowetliger is registered
and decided to send an advertisement to the tasget
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OITE e RAC ASM IPTV Advertising
Control Server
Action requiring
session
modification

Service session setup request

1.

2. Service session setup request
> | ]

3. Service session setup request

-

4. Resource Admission Control check

5. Response ()

4. Service session setup request
&

«

RUI notification for
incoming session

7. HTTP POST Accept Session ( service session id)

>

8. Service session setup response

.

9. Resource Admission Control check

¢ m~mmcczaanaa=

10. Response ()

11. Service session setup response
»

12. Service session setup response
<

13. Service session setup response

v

14. ACK

«

15.ACK

v

16. ACK

-

17. ACK
<
18.HTTP 200 OK
i

<«

Figure 6-20: Network initiated unicast session modication

The advertising server (or any other networkes® sends a Service session setup request futtentication
and Session Management functional entity.

The Authentication and Session Management ilumait entity, based on the Subscription profilewards the
request to the IPTV Control for further processing.

The IPTV Control has the option, based on dpegolicy, to either initiate a completely new sies for the user
or modify an existing unicast session for that u$be IPTV Control functional entity is always imetsignalling
path and retains state information for all ongaimgcast sessions. In this example, the IPTV Corfitnottional
entity decides to initiate a new unicast sessioritfe target user. Hence, it initiates a Servissisa setup request

to the ASM.

The Authentication and Session Managemerttiumal entity performs admission control for treansession.
This step is optional for the managed model.

The ASM forwards the Service session setupesigo the IG.
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The IG performs the necessary RUI procedures tiéyrtbe OITF of an incoming session.
7. The OITF sends an HTTP POST to the IG to indidatacceptance of the incoming session.
8. The IG sends a Service session setup respookedthe ASM.
9-10. The ASM commits the reserved resourcegi®inew session. This step is optional for a managédork.
11-13. The Service session setup response is fdedall the way to the network server that initiatiee session.
14-17. The network acknowledges the receipt oféisponse. This gets forwarded all the way to the IG
18. The IG sends an HTTP response to the OITF.

6.4.3 Session Teardown (managed model)

Figure 6-21 shows a typical call flow for a unicasssion tear down.

OITF 1G RAC ASM Py CDNC CE CDF
Control

1. User requests teardown 01

an existing service session

2. HTTP session teardown request
(POST message, service session ID)
—

3. Service teardown request

.

4. Service teardown request f
—

~ | 5. Service teardown request
—

6. Service teardown request

" 7. Service teardown request

—_—
This sequence is < ) Delete Content Delivery
repeated for all Session

Content Delivery

Sessions 8. Session teardown response
‘9. Session teardown reSponse  «——
<

10. Session teardown response
—

11. Session teardown response
-—

Release Resources

_12. Session teardown response |
<

13. HTTP session teardown
response ()

Figure 6-21: Service Session tear down call flow

It is assumed that a Service Session and one @ associated Content Delivery sessions are ond@fuge teardown can
occur.

The following is a brief description of the stepattoccur in this process:

The sequence is triggered by an action from thg wdgch results in the OITF requesting the terrtioraof an ongoing
unicast session which may or may not have an ogdoie stream.

1. The end user requests the termination of aniogginicast service session.
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The OITF sends an HTTP teardown request téGh&he request includes the service session id.
The 1G sends a session tear down request tautientication and Session Management functiontye

The request is forwarded to the IPTV Controlctional entity.

o c W N

The IPTV Control uses the Authentication & $SasdManagement to route the request to the apm@tgpGuster
Controller function that should be contacted todtathat request.

Note that steps 5-10 are repeated for each codétinery session associated with the service sessio

6. The Authentication & Session Management fumaientity forwards the request to the target COiN@tional
entity.

7. The CDNC locates the appropriate CC.

The target Cluster Controller function locates @antent Delivery Function for the content delivegssion, and sends

a request to terminate the streaming session.
8. The Content Delivery Function responds succéggsfuthe Session teardown request.

9-11. The Session teardown response is proxidtelvay to the Authentication and Session Managéfuestional
entity.

The Authentication & Session Management functiamity requests the release of the resources #ddda the
unicast session by communicating with the ResoanceAdmission Control functional entity.

12. The Authentication & Session Management fumeti@ntity forwards the Session teardown respamglect |G.

13. The IG sends an HTTP response back to the OITF.

6.4.4 Unicast Session Management (unmanaged model)

Unicast session management for media streaming imenanaged network model differs from the managdiork in that
no resource management is performed in the netWdnik.means there is no interactive managemeiiteo$éssion — a new
content delivery session is created for each uhgtesam. This requires setup at the ITF and timec delivery function,
but not in the network itself.

6.4.4.1 Access to Service Providers over unmanaged networks

This call flow is equivalent to the content gui@¢rieval described in Section 6.2.1.5.
6.4.4.2 Purchase of content from Service Providers over unmanaged networks

The call flow in Figure 6-22 shows the steps useglurchase service or content from an IPTV Serviceider accessed
over an unmanaged network.
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IPTV
OITF A ”;;:ra\liion Service
pp Profile

Service Access setup

1. HTTP GET/POST
(Request for selection page)

[
»

2. Request for user’s profile

v

3. User's profile

<

4. HTTP response
(XHTML selection page)

Service/Content ~
selection N
by user 5. HTTP GET/POST

(Request for purchase)

[
»

6. Request for user’s profile

v

User's profile

7.

Exact method for processing the
purchase request is not defined
(up to service provider)

8. HTTP response
(XHTML purchase result page)

<

Content Delivery Management

Figure 6-22: Call flow for purchase of content froman IPTV Service Provider over unmanaged networks

The following is a brief description of the stepsalved in the process.

1.

2-3.

6-7.

Shows the OITF sending a HTTP GET or POST r&tfioethe IPTV Application, to acquire an XHTML gag
which contains the list of content. [Note: Signalduld be substituted by the request to the Meta@antrol FE
for XML based metadata, to be used by the Metabasad CG client in the OITF for presentation ofoat€nt
Guide to the userl].

Involves the IPTV Application retrieving thear profile from the IPTV Service Profile functidrmatity, to
customize the HTML page according to the user'dilerorhese steps are optional.

Carries a response back to the OITF includieg®HTML page which contains the list of contetofe:
Signal 4 could be substituted by the response icariyML metadata from the Metadata Control FE, éoused
by the Metadata-based CG client on OITF for pregtéort of a Content Guide to the user].

Shows the OITF sending a HTTP GET or POST reddodbke IPTV Application, to request the purchata
specific service or content which the user hascsatie

Shows the IPTV Application retrieving the upeofile from the IPTV Service Profile function pzocess the
purchase request based on data in the user'sqrofiese steps are optional.

Carries a response back to the OITF includieg®HTML page which contains the result of the iase request.
The actual processing of the purchase requestis bdefore this step, but the exact method is niinek: (and is
specific to the service provider). This page calfb include links for the content acquisitionaorautomatic
redirection to the content acquisition function.
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6.4.4.3 Unmanaged content delivery management
The call flow in Figure 6-23 shows the steps ugechdnage a unicast session in the case of an ugednatwork.

S User Cluster Content
Sl EEES Database Controller Delive
Authentication ry
Service Access setup
Service Purchase
1. RTSP SETUP

2. Setup Content Delivery

»

3. Setup Content Delivery response

«

4. RTSP response (session D) — may be a redirect, in which case repeat from 1

5. RTSP PLAY (session ID)

P

6. Play content

B
»

Play content response

7.

8. RTSP response

9. RTP Streamed Content

<
-

OITF presents
content

10. RTSP TEARDOWN (session ID)

11. Teardown

v

12 Teardown response

<«

13. RTSP response

<

Figure 6-23: Call flow for unicast session managemeéfor an unmanaged network

The following is a brief description of the stepsadlved in a unicast content delivery session.

1. Shows the OITF sending a setup request to thst€l Controller, to initiate a content delivergsien, using a
previously acquired SDP.

Note: The SDP describing the requested media could dpaireel from the content guide or using an RTSP
DESCRIBE [Ref 19]. The exact method is left to tletailed protocol specifications.

2-3. Involves the Cluster Controller and the Canhteelivery functions setting up the necessary ueses for content
delivery.

4, Carries a response back to the OITF. If theastjis successful, a session identifier will Hamreed by the
Cluster Controller. Alternatively, the response megirect the OITF to another Cluster Controller,éxample

for load balancing reasons. The exact mechanismadoaieving this is left to the detailed protocoésifications.
In this case, the OITF would repeat the process ignal 1 to re-issue the request to the specBiedter

Controller.

5. Requests the Cluster Controller function totstieaming the content to the OITF.
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6-7. Sets up the start the streaming of the corfitern the Content Delivery function.

8. Returns the status to the OITF.

9. Represents the content being streaming fronCtrgent Delivery functional entity to the OITF.
10.  Occurs at some later time, when the OITF ngéo wishes to receive the stream.

11-12. Completes the teardown process and signadtliths the result to the OITF.

Note: The detailed specifications shall consider methogsevent DOS attacks on Cluster Controllers, tarrevent
session ID hijacking.

6.5 Scheduled Content Session Management Procedures

Scheduled content (often referred to as linear i$\d) basic service offered by an IPTV Service Rtenilt is associated with
IP multicast delivery mechanisms in a managed netvaince several users would typically be watchimgsame channel
within the same vicinity, serviced by the same mekiaccess node. This allows for considerable badttveaving in the
access and core network, as a single stream frersdiirce is routed as close as possible to theorlesecess node, and
from there on individual streams can be replicated sent to individual users that want to watch sh@am.

Scheduled content service allows a user to watdizap between channels. When a user zaps to viewahannel, the
ITF joins a multicast group that is associated wfidi channel, while leaving the multicast groupoagated with the old
channel to which the ITF is currently tuned.

In a managed network, it is important to ensuré tha

* auseris allowed to join a multicast group onlthiére is enough bandwidth with the right servideniy to
handle the requested stream within the access riet@therwise the service can result in a bad asperience
and bad picture quality;

» the reserved subscriber resources (last mile)edeased when conditions for such a release présemiselves
(the user stops watching scheduled content TV wiitdises to CoD, the TV is powered off, etc.);

e during channel zapping, interaction or handshakeden network entities related to bandwidth, servi
priority or admission control are optimized. Th&ves precious time and contributes to a fasterreia
zapping speed.

6.5.1 Scheduled Content session set-up

Scheduled content session set-up procedures shewdsdtablished at ITF power up, after successthlestication and
identification and content guide retrieval.

Figure 6-24 shows a call flow for the scheduledtenhsession set-up.
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Transport Authentication
- . IPTV

ITF Processing and Session
. Control

Functions Management

1. Service Session Setup Request

2. Resource Admission Control Check

reservation phase,
Jresenation phase) __ __ _

3. Response

4. Service Session Setup Request
»
»

5. Sernvice Session Setup Response

6. Resource Admission Control Check
Jenfimmation phase)

7. Response
8. Service Session Setup Response messssssscsssco>

<
«

9. View Channel

v

10. Resource Admission C_o:trol Request

_12. Media Stream

13. Change Channel |

B 16. Media Stream

«

Figure 6-24: Call flow for scheduled content sessiosetup

The following is a brief description of the stepghe flow:

1. The ITF sends a Service session setup requ#st thuthentication and Session Management FEydirey a
media offer for the scheduled content service

2. The Authentication and Session Management resdransport resources according to the media offer

3. The response for the reservation request ismetu

4, The Authentication and Session Management REsials the request to the IPTV Control, which vesfthat the
user is authorized for the service and verifies the user has the rights to consume the content.

5. The IPTV Control replies to the AuthenticatiordeéSession Management with the bandwidth requivethe
specific scheduled content channels and may retoéver parameters

6. (optional) If the media offer has changed or parameters are received, the Authentication asdi&e
Management requests admission control for the coafion phase.

7. If step 6 is used, the response for the adnmissiotrol request is returned.

8. Finally, the Service session setup responst&Service session setup request is forwardeuketort-.

9. The ITF sends a request to the Transport PrimgeBsinctions to view the channel.

10,11. (optional) An interaction between the Tramsprocessing Functions and Resource Admissionr@laentities
occurs in order to guarantee the needed bandwadtiné channel. This may happen in a number ofsgdise
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example when the multicast channel is not presemetavork access node to which the user is condeotevhen
the ITF wishes to join a multicast channel witHeliént QoS requirements (e.g. zapping from a S®HD
channel),

12. Following that, the media stream is forwardz¢Ti.
13. The ITF sends a request to the Transport PsogeEunctions to change the channel.
14-15. The operation is identical to that of stépll

16. Following that, the media stream is forwardedit-.

Appendix E gives a more detailed description of Thensport Processing Functions and the relatidh Résource and
Admission Control for an xDSL access network.

6.5.2 Scheduled Content service session teardown pr  ocedure

Transport Resource Authentication

. .. . IPTV

ITF Processing Admission and Session Control
Functions Control Management

1. Service teardown request

»
>

2. Service teardown request
»

>

§Service teardown response

4. Release resources

6.Service teardown response
<
]

7. Leave Channel

\ 4

Figure 6-25: Scheduled Content service Session Teamwn call flow

Figure 6-25 shows a typical call flow for tearingwh a scheduled content session. The followingtgef description of the
steps in the flow. The call flow assumes that aguedition for clearing a channel has occurredhsagthe ITF being
powered off, or the user switching to a CoD servite.

1. The ITF sends a Service teardown request tatitigentication & Session Management FunctionaltigEE).

2. The Authentication & Session Management Funeti@mtity forwards the request to the IPTV Control
Functional Entity (FE).

3. The IPTV Control FE updates its internal staifegquired, and sends a Service teardown respoasieto the
Authentication & Session Management FE.

4, If resources have been reserved for the chatimeeAuthentication & Session Management FE repbeselease
to the Admission Control FE

5. The Admission Control FE responds back to ackedge the release
6. The Session Management FE forwards the resportbe ITF

7. The ITF sends a request to the Transport PrimgeBsinctions to stop streaming;
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8,9. (optional) Internal to the Transport Procegsii, if the multicast channels are no longer néexdehe access
node for other users, the Transport Processingteiaicts with Admission Control to release the eissed
resources.

6.6 Push Content session management procedures (man  aged
networks)

The Push procedure defines a mechanism for supgdRIiTV Service Provider initiated IPTV services fas example, Push
CoD.

The content can be pushed to an OITF, asynchropaligling the period when the user is registerdti thie IMS domain.
The Push Content session management proceduretamtiplly be used to deliver personalized conterdther information
to the OITF, in a personalized way, depending ar psofile, user preferences or explicit interests.

The Push Content Session Management Procedutieefondnaged network can be based on a similar puoeatteady
defined in other standards.

Figure 6-26 depicts an informational flow for thesk procedure, applied to the Push CoD service.

IMS Gateway
. Authentication
OITE IG-OITF Auth/Session and Session IPTV CDN xx
Server Mgmt Control
Management

__ 1. SIP: MESSAGE (R-URI=user)

Accept-Contact: +g.oma.sip-push
Body=Content-URL

2. SIP: MESSAGE (R-URI=user)

Accept-Contact: +g.oma.sip-push
Body=Content-URL

3. Invoke Third Party Notification
(download=Content-URL)

4, Third Party
notification procedure

8. Content Download

«

5. Operation Result
" 6. SIP: 200 OK

" 7. SIP: 200 OK

v

v

Figure 6-26: Call flow for pushed content session amagement

The following is a brief description of the stepglie flow:

1. The IPTV Control sends a SIP MESSAGE to the Antitation and Session Management FE; the SIP
MESSAGE includes:

« In the Accept-Contact header a specific tag identifying that the MESSAiSEelated to a Push
procedure;

¢ Inthe body, theContent-URL of the content to be downloaded by the OITF.

2. The SIP MESSAGE is sent to the user IMS Gatemlagre it is intercepted by the Authentication/Sassi
Management function
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6-7.

6.7

The Authentication/Session Management functimokes the third party notification functionality ihe 1G-
OITF Server function.

The IG-OITF Server function starts the notifioatprocedure in the OITF using a DAE.
Two possible solutions for the notification proceslare

* “Third Party Notification Procedure”: In this solon the IG-OITF-Server sends the appropriate
CEA-2014 [Ref 3] operations so that the OITF caspldiy the appropriate message. In more detail:

0 The IG-OITF Server creates locally the notificatroessage (multicast) and sends it to the
OITF. This message contains the reference/linkéd‘motification content”.

0 The OITF receives the notification message andddaoim IG-OITF Server, the content
referred to by the “notification content”. In théase the “notification content” contains a
scripting object (which includes ti@ontent-URI) that triggers, on the OITF, the download
of the content from the CDN.

0 The OITF sends the response to the IG-OITF Seffer the “notification content” has
loaded;

«  UPnP GENA [Ref 28]

The IG-OITF Server function reports the OperafResult to the Authentication/Session Managenfanttion
on the IMS Gateway;

The response to the SIP MESSAGE is forwarddtié IPTV Control via Authentication and Session
Management;

The OITF executes the scripting object (recehadng the third party notification procedure [s#) and starts
the downloading of the content from CDN. Note ttiet OITF Ul client must have the “notificationsdfip
capabilities active.

User Profile Management

User profile management refers to the set of ojmeratthat allow a user to manage his profile. Tincdudes the ability to
create, fetch, modify, delete, or replace the peofi

Below is an example for a call flow to illustratestroles played by different entities involved seuprofile management

6.7.1

Profile Fetching - Unmanaged Model

This use case includes an end user fetching hfgeggropdating it and then uploading it. The dilw for this use case is
shown in Figure 6-27.

The following is a brief description of the steps:

1.
2
3.
4
5

An end user, through the GUI, selects the grdéitching option.

The OITF sends an HTTP GET request to the IP&niSe Profile FE. The request includes the usentitly.
The IPTV Service Profile FE authenticates ther igentity.

The response is returned.

The IPTV Service Profile FE verifies the autkation policies associated with the profile agathstidentity in
the incoming request and subsequently returnsribfédepto the OITF in a 200 OK.
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The received profile is displayed to the user wadgrms the desired updates, and is ready nowltadghe new

profile.
6. The end user, through the GUI, selects the lprafidate option.
7. The OITF sends an HTTP PUT request to the IP&WiSe Profile FE. The request includes the usentity.
8. The IPTV Service Profile FE authenticates ther igentity.
9. The response is returned.

10. The IPTV Service Profile FE verifies the authation policies associated with the profile agathg identity in
the incoming request and subsequently returnset®ifii F a 200 OK after updating the profile.

The GUI displays to the user the received response.

IPTV

User .
OITF Database Serv[ce
Profile

1. User selects J 2. HTTP Session setup request (GET message to Fetch Profile) I

Profile
Management 3. Authenticate User (User Identity)

Option N

v

4. Authentication Response

v

5. HTTP Session setup response (includes the user profile)

<

Display Received
Profile

User performs

the update
7. HTTP Session setup request (PUT message with updated Profile) | o
6. User selects >
Profile . .
Management < 8. Authenticate User (User Identity)
Option 9. Authentication Response o

| 10. HTTP Session setup response - 200 OK

User gets a
success indication

Figure 6-27: Profile fetching, and update in the Umanaged Model

6.8 Parental Control for CoD

An example of parental control within the contekCoD services, and using communication servicefers to the ability of
the IPTV solution to seek, real-time, parental atitation when an end-user engages with the IPBesy for CoD
selection and if the User profile of that end-useicates such a need.

Section 6.8.1 provides an example for a call flovillstrate the roles played by different entitiegolved in parental
control within the context of a CoD service.

Note that scope of parental control extends beyowoid service and a similar approach can be envistogeather services,
leading eventually to a parental control framework.
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6.8.1 Browser-Based Portal CoD Application
This use case is about an end user engaging vethPti system for the purpose of selecting a Co®fanwhom parental
control has been activated in the IPTV serviceifgof

The call flow for this use case is shown in Figaf28. The following is a brief description of thteps:

1. The end user, through the GUI and the OITF, bemithe CoD application and makes his choice regped
CoD.

The CoD application verifies with the IPTV Servieefile if parental authorization is required, atetermines that it
is needed in this case.

2. The CoD application returns an HTTP respongbedITF to inform the user that parental authdidzeis
currently being sought, before the selected cortentbe made available for viewing.

3. The CoD application sends a request to the IE®Rtrol FE to request parental authorization fershbject end-
user. The CoD application includes all informati@eded in that regard.

The IPTV Control FE can use various means to olitenequired authorization. For example, IMS camitation
services, such as SIP messaging, or SMS can bdasbthin such an authorization. Other means tsmtse
envisaged such as e-mail.

4, Once the CoD application receives such an aizdtayn, it can send a SIP MESSAGE to the end-tesardicate
that parental authorization is granted.

Following that, a normal Unicast VoD session isbbshed for the desired content.

IPTV CaoD IPTV VoD
Control Application Profile CcC

End User Authorizer

OITF 1G ASM

1. User selects Video

[
»

CoD determines that
parental authorization

2. HTTP Response (Notify end user that parental is required.
_qauthorization is sought

3. Parental

¢ authorization required

Authorization is granted using Communication Services

4. Parental Authorization Granted (Service URN)
dl

«

Normal unicast CoD Session setup procedure

Figure 6-28: Parental Control for Browser Based Co[lPortal

6.9 Service and Content Protection

For service and content protection, this specificasupports two approaches:
1. aterminal-centric approach that is Marlin-based, that uses OMAféilenats (PDCF, DCF) and the Marlin IPMP

file format for protection of files, and that supfoAES or DVB-CSA encryption, the ECM from IEC &54[Ref
32] for MPEG-2 transport stream protection; and
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2. agateway-centric approach that is based on a secure authentichéeohel between the CSPG and the OITF. The
CSP Gateway (CSPG) functional entity supports mémsiork enabling alternatives to the Marlin basecteot and
service protection solution.

6.9.1 Terminal-centric Content and Service Protecti on

In the terminal-centric approach, the CSP functiothe OITF and the CSP-T Server functional erditythe Provider
Network exchange messages related to service antdridqrotection over the UNIS-CSP-T reference poin

6.9.2 Gateway-centric Content and Service Protectio n

In the gateway-centric approach, the CSP Gatew&pP(®) functional entity inside the Residential Netowand the CSP-G
Server functional entity on the Provider Networkleange messages related to service and conteatpoot over the UNIS-
CSP-G reference point. The HNI-CSP reference fmhtveen CSPG and OITF(s) allows the OITF to acC&RG
functions for the conversion from a content andiserprotection scheme to a secure authenticatianmel between the
CSPG and the OITF. The HNI-AGC reference point fites the connection between the CSPG and the Agpialic
Gateway (AG).
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7. Interworking between IPTV and Communication
Services (Informative)

7.1 Caller ID

The Communication Service Caller ID feature alldhe display on an OITF of the Caller Id for an iméng voice call.
When a user receives a voice call, informationteelao the Caller ID is sent to the Caller ID eralftom the network
managing the call. Using session management proegdihe OITF is able to display the caller’s idtgr(and the called
identity, if needed) on the OITF display device.

In a managed network, it is important to ensuré tha

0 The user has subscribed to such a service, faaitities and E.164 numbers [Ref 20] (POTS, IM8mq#) SIP
phones, etc) for which he would like to receivel@alD notifications.

o The networks (POTS, mobile, IMS) managing the iiestand the incoming calls, are able to notify tRTV
Control server of information related to incomirmjce calls.

0 The Caller ID enabler FE, upon receiving this ncdifion, can generate and send a message to the @Idrder to
display the related call information.

The notification mechanism between the Voice Nekwaord the Caller ID enabler is out of scope of ffiscification.

Figure 7-1 shows an informational call flow for tGaller ID communication service.

IMS Gateway
; Authentication C - Other Network
o IG-OITF Auth/Session ] Gt ommunication (POTS, PLMN,
Server Mgmt Enabler IMS...)
Management (Caller ID enabler)

1. Incoming Voice

¢ Call Notification
2. SIP: MESSAGE (R-URI=user)

D Text=Callerld, Calledld

3. SIP: MESSAGE (R-URI=user)
Text=Callerld, Calledid

4. Invoke Third Party Notification
(display=Callerld, CalledID)

6. Operation Result |

5. Third Party
notification procedure
71 7.SIP:200 0K |
9. Display 8.SIP: 2000K | >
Information

Figure 7-1: Call flow for presentation of caller ID

The following is a brief description of the stepglie flow. As a precondition, the User must be IM§istered via the
Authentication and Session Management prior ta:tilieflow.

1. A network (POTS, PLMN, IMS ...) notifies the Call® enabler about an incoming voice call relai®a
POTS, PLMN, IMS number/identity associated withiRfV user. This message contains the caller’s identity
(caller ID) and called identitycglled ID), but should also carry additional informatior (ithe network
originating the notification, etc.)
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2. The Caller ID enabler generates and sends MEFSAGE (that includes thaaller Id, thecalled I1d, additional
information) towards the Authentication and Sesditanagement FE associated with the End User.

3. The SIP MESSAGE is proxied to the IMS Gatewalyere it is intercepted by the Authentication ands&m
management function.

4, The Auth/Session Mgmt. function in the I1G invekbe third party notification functionality of th&-OITF
Server function.

5. The IG-OITF Server function starts the notifioatprocedure via the DAE.
Two possible mechanisms for notifying the OITF are:

0 “Third Party Notification Procedure”: With this meenism the 1G-OITF-Server sends the appropriate
CEA-2014 [Ref 3] operations so that the OITF caspldiy the appropriate message. In more detail:

= The IG-OITF Server creates locally the notificatmoessage (UPnP multicast) and sends it to
the OITF. This message contains the referencettinke “notification content”.

= The OITF receives the notification message anddofsdm the 1G-OITF Server, the content
referred by the “notification content”. In this eashe “notification content” contains the
information to be loaded and displayed on the OITF.

= The OITF sends the response to the 1G-OITF-Seffter the “notification content” has loaded;
0 Use of UPnP GENA [Ref 28]

6. The IG-OITF Server reports the Operation Resuthe Authentication and Session Management. fiomab the
IMS Gateway.

7-8. The response to the MESSAGE request is foredatd the Caller ID enabler via the Authenticat@omd Session
Management FE.

9. The OITF displays the information on the screen.

7.2 Messaging

The Communication Service Messaging allows a useend and receive textual messages to and froen atlers (or a list
of users). When a user receives a textual mesiagelisplayed by the OITF on the screen.

The messages are sent and received without ingjiaticommunication context; thus no communicatimmext state is
stored in the IPTV Solution.

In order to support the Communication Service Mgsgg an Instant Messaging Enabler functionalityssd in the Person-
to-Person Communication Enablers FE.

The Open Mobile Alliance (OMA) has specified an ldeafor Instant Messaging (IM) that allows thecleange of Instant
Messaging messages between users in near realb@eed on the IETF SIP protocol [RFC3261] [Ref®ith SIMPLE and
3GPP extensions. The procedure described in thigtehis aligned with the “Pager mode” functionedit specified in
OMA “Instant Messaging using SIMPLE” (OMA-ERP-SIMELIM-V1_0-20070816-C) [Ref 22].

The application running on the OITF sends and wesemessages using either:

= A DAE application (HTML + ECMAscript [Ref 23]) dowoaded to the OITF

or

= A native application on the OITF
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7.2.1 Outgoing messaging

Figure 7-2 shows an example of outgoing messagingraunication service, followed by a brief descoptof the flow.

© ©®© N o O

IMS Gateway
: Authentication P2P
OITF Ige?vlzr Aut%S;sts,lon and Session Communication
g Management Enabler

(IM Enabler)

1. HTTP POST (message, orig user, dest user)

2. Invoke Messaging (...)

3. SIP MESSAGE (R-URI=dest user)

Body=message

4. SIP MESSAGE (R-URI=dest user),
Body=message

5. SIP: 200 OK
SIP: 200 OK <

6.
Operation Result <

7.

8. HTTP 200 OK

il

9. Display
Textual
Message

Figure 7-2: Call flow for an outgoing messaging comunications service

A user logged onto an OITF enters the text ngessd@he OITF sends an HTTP POST message includentext
to be sent, the originating user identification #mel receiving user identification (or list of usgto the IG-OITF
Server function in the 1G.

The 1G-OITF Server function intercepts the HTFEQuest and invokes the Authentication/Session geamant
function in the IG to send the text.

The Authentication/Session Management functiotiné IG composes a SIP MESSAGE (that includesetkieial
message) and sends it to the user’s home Auth&aticand Session Management FE.

Based on the originating filter criteria withetbser, the SIP MESSAGE is forwarded to the apatgptM
Enabler FE. This IM Enabler FE is in charge of dietivery the text message to the final receivereceivers in
the list.

A 200 OK is received as a response from theitating network.

The 200 OK is proxied to the IMS Gateway.

The IG Auth/Session Mgmt function sends the afi@n result to the IG-OITF Server.

The IG-OITF Server sends a 200 OK to the OITR essponse to the HTTP POST operation.

The OITF displays the information result on sisesen.
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7.2.2 Incoming messaging

Figure 7-3 shows an example of incoming messagdngneunication service, followed by a brief descoptbf the flow.

IMS Gateway

; Authentication P2P
OITF lS-OITF AuttxlSessmn and Session Communication
erver gmt Enabler

Management

(IM Enabler)

1. SIP MESSAGE (R-URI=user)
<
Body=message
2. SIP MESSAGE (R-URI=user)

<
Body=message
3. SIP MESSAGE (R-URI=user)

<
Body=message
| 4. Invoke Third Party Notification
(display=message)

5. Third Party
notification procedure

9. Display
Textual
Message

6. Operation Result
7| 7. SIP: 200 OK

" 8. SIP: 200 OK

v

Figure 7-3: Call flow for an incoming messaging comunications service

1. A text message has been sent to the user dadsaiw the IM Enabler function, responsible forraging the
message delivery to the final receiver (or the sibetonging to list).

2. The IM Enabler function sends a SIP MESSAGEt(theludes the text message that will be displayiadhe
OITF) to Authentication and Session Management.

3. The SIP MESSAGE is proxyed to the user IMS Gatewvhere it is intercepted by the Auth/Session Mgm
function in the IG.

4, The IG Auth/Session Mgmt function invokes thiedtparty notification functionality in the 1G-OITBerver
function.

5. The IG-OITF Server starts the Third Party Natfion Procedure. In particular the 1G-OITF serdsappropriate
CEA-2014 [Ref 3] operations so that the OITF digplthe appropriate message. In more detail:

a. The IG-OITF Server function creates locally théifization message (multicast) and sends it to@HheF.
This message contains the reference/link to théffoation content”.

b. The OITF receives the notification message anddofdm the IG-OITF Server, the content referrethyo
the “notification content”. In this case, the “rfitation content” contains the information to beded and
displayed on the OITF.

c. OITF sends the response to the IG-OITF Server fonéh the 1G after the “notification content” load;
6. The IG-OITF Server reports the Operation Resulhe IG Auth/Session Mgmt function in the IMS aay.

7-8. The response to the MESSAGE request is forshtd the other network via Authentication and Bess
Management.

9. The OITF displays the information on the screen.
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7.3 Chatting

The Communication Service Chatting allows a usestablish a communication context with another osevith a group
of users, so that the IPTV Solution allows the usesend textual messages within a communicatiotesd and have all
other users in that context receive the message.

The messages are sent/received within a commuumricetintext; the state of the communication contestored in the IPTV
Solution.

In order to support the Communication Service Ghgttan Instant Messaging Enabler functionalitintsoduced. OMA
(Open Mobile Alliance) has specified an enablerdif@stant Messaging (IM) that allows the exchangiefant Messaging
messages between users in near real-time, bagbe tBTF SIP protocol [RFC3261] [Ref 21] with SIMBland 3GPP
extensions. The procedure described in this chigptdigned with the “Session mode” functionalig/specified in OMA
“Instant Messaging using SIMPLE” (OMA-TS-SIMPLE_IM%_0-20070816-C) [Ref 22].

7.3.1 Chat session setup

Figure 7-4 shows an example of a chatting ses&tos (i.e. communication context set-up), folloviyda brief description
of the flow. In this case the chatting templatgeserated and presented to the user directly b@thE. The chatting
template could be also generated by the IG, wiihoaedure including initial steps analogous todghes presented in
Section 7.4.2.1.

IMS Gateway
; Authentication p2p
Gl IG-OITF Auth/Session o Sessfion Communication
Server Mgmt Enabler

Management

(IM Enabler)

1. HTTP POST (chat init, orig user=A, dest=Chat-URL)
»
L

2. Invoke Chat Initiation()

3. SIP: INVITE (ChaI-U;RL)
4. SIP: INVITE (Chat-URL)
>

5. SIP: 200 OK

6. SIP: 200 OK |«

7. Operation Result < Chat Session >

HTTP: 200 OK (HTML + ECMA Noatification Script)

8.
d
|

9. In-session
Notification Procedure
setup

Figure 7-4: Call flow for Chat session setup

1. A user logged onto an OITF wants to set up & sbssion. The OITF presents a template to hedfilp by the
user; the user fills the template and the OITF sewdHTTP POST message including the needed infamma
(e.g. originating user and the Chat-URL) to theOG-+ server.

2. The IG-OITF Server intercepts the HTTP requastiavokes the IG Auth/Session Mgmt function towge@ chat
session.

3, 4. The IG Auth/Session Mgmt function compos&RINVITE (including the originating user and tGhat-URL)
and sends it to the user's home Authentication@ession Management FE in order to establish asgsaion.
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5,6.

7.3.2

The SIP INVITE is proxied to the IM Enabler functithat manages the chat session (The details ofngH3age
exchange are not shown here).

A 200 OK is received as a response from th&hdbler function and it is proxied to IMS Gatewagd a chat
session is established between the IG and the lablen

The IG Auth/Session Mgmt function sends the afen result to the IG-OITF Server function.

The IG-OITF Server subsequently sends a 200dCtKet OITF as a response to the HTTP POST oparatio
containing the result page (which will be updatdtew a chat event is received) and an ECMA Notificat
Script, that will be run by the client in orderget-up an In-Session Notification Procedure.

The OITF sets up an In-Session Notification Bdare (XML HTTP request or Persistent TCP Connadtiiode)
with the IG-OITF Server function in the IG. The [GTF Server function will then be able to send &fiuation
message to update the OITF Ul page dynamicallyowitthe need to reload the XHTML page.

Chat outgoing message

Figure 7-5 shows an example of chat outgoing mesdgatiowed by a brief description of the flow.

4,5.

IMS Gateway

. Authentication P2P
OITE '(;é?\gr': A”th’él S(instsmn i) SeselEr Communication
9 Management Enabler
(IM Enabler)

< 1. Chat Session >

2. HTTP POST (chat msg, orig user=A, dest=Chat-URL)
»
L

3. Send Chat Messaging()

4. MSRP: SEND (into Chat Session)

5. MSRP: SEND (into Chat Session)

_ 6. MSRP REPORT
Z. MSRP REPORT -

8. Operation Result
9.200 OK

«

10. In-session
Notification Events

Figure 7-5: Call flow for a Chat outgoing message

A user logged on an OITF has already establishatht session (for details, see section 7.3.th) the IM
Enabler function for a specific Chat-URL.

A user wants to send a text message in thatselsaton. The OITF sends an HTTP POST messagalinglthe
information needed (text to be sent, the origiratiser and Chat-URL, etc.) to the IG-OITF Server.

The IG-OITF Server intercepts the HTTP requastiavokes IG Auth/Session Mgmt function to senel tigxt in
a chat session.

The IG Auth/Session Mgmt function compos®&SRP SEND message (that includes the text message)
sends it, in the chat session, to the user’'s hagheark Authentication and Session Management faneli
entity. The MSRP SEND message is proxied to théhdbler function.
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6,7. A MSRP REPORT message is received from th&mhgbler function as a response to the MSRP SENDBages
and it is proxied to IMS Gateway.
8. The IG Auth/Session Mgmt sends the operatioultrés the 1G-OITF server.
9. The IG-OITF Server subsequently sends a 200dtKet OITF as a response to the HTTP POST operation
10. The IG-OITF Server, if needed, performs theessary CEA-2014 [Ref 3] operation so that the Cdidplays the
result information on the screen, using the In-BesNotification established earlier during the thassion set-
up procedure.
7.3.3 Chat incoming message
Figure 7-6 shows an example of a chat incoming agessollowed by a brief description of the flow.
IMS Gateway
: Authenticati p2pP
Qi Igé(r)\:-le-r': E\m%?::tsmﬂ [:ndegelgsicl)cr)]r] Communication
Management Enabler
(IM Enabler)

3, 4.

8,9.

7.3.4

< 1. Chat Session
2. MSRP: SEND (R-URI=chat#)

3. MSRP: SEND (R-URI=user) ¢
-

Text=Message

4. MSRP: SEND (R-URI=user)
al

_ 5. Invoke In-Session Notification

6. In-session (display=Message)
Notification Events
7. Operation Result

Figure 7-6: Call flow for a Chat incoming session

» 3. MSRP: REPORT

P 9 MSRP: REPORT

'

A user logged on an OITF has already establishatht session (for details see section 7.3.1) thi¢ IPTV
Control.

The IM Enabler function receives a MSRP SENDsage (that includes the message to be deliverdmbto
OITF) from another user in the chat session (idiextiby a Chat-URL).

The MSRP SEND message is proxied via Autbatitin and Session Management to the user’s IM8v@&at,
where it is intercepted by the IG Auth/Session Mduniction.

The 1G Auth/Session Mgmt function invokes theséssion Notification functionality in the IG-OlT$erver.

The IG-OITF Server performs the necessary CERZRef 3] operation so that the OITF displays itiessage
on the screen, using the In-Session Notificatidatdished earlier during the chat session set-opguture.

The IG-OITF Server reports the Operation Reasulhe IG Auth/Session Mgmt function on the IMS &edy.

Finally, the MSRP REPORT, in response to tI8&R%® SEND message, is forwarded to IM Enabler \8a th
Authentication and Session Management FE.

Chatting session teardown

When the user wants to end the chat session, ferpesrthe needed actions on the OITF (e.g. pushibgtton). This

causes:

the In-session Notification tear down;
a terminating message to be sent to the IG;
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= the tear down of the chat session between thentitee IM Enabler, through standard IM session-martk IMS
tear-down procedures.

7.4 Presence

7.4.1 General Description of Presence in IPTV

IPTV services may be combined with Presence sepadpability. The mechanisms used in order to comTV services
with the Presence service capabilities may alsoske for other purposes such as:

= Gathering channel statistics and user behavioorrimdtion.
= Supporting session continuity between differentiaals
The ITF must be able to collect and send Presaricemation related to:
= the end user (e.g. status of the end user);
= the IPTV service activated (e.g. Scheduled ConteaD, PVR);

= the IPTV program watched (e.g. channel currentbeased, program currently watched, content cugrentl
accessed);

= other information the ITF can manage (e.g. in adsehybrid ITF - IPTV and DTT capable - channesgram
accessed/watched on DTT; in case of a combinedye@nt — unmanaged and managed models are botledrab
channel/program accessed via an unmanaged network).

It is the user's decision (through the use of pyvareferences) as to which specific IPTV attrilsut@include in the
Presence information that is made available toraikers.

Figure 7-7 and Figure 7-9 show two examples oseof the Presence service with IPTV.

Figure 7-7 shows the mechanism proposed in ordaltdes an ITF to communicate Presence information.

Authentlca_tlon IPTV
ITF and Session
T —, Control
User interaction anageme
or
channel/content
information

—

1. Presence Information

>
>
2. Presence Information
|-

»

3. Response

<«

Response

4,
Figure 7-7: Call flow for sending Presence informabn to IPTV Control

The IPTV Control can forward and aggregate theétres information collected towards other entiteeg.(external
Presence Server, other specific application sebasgd on internal policies/rules.

The ITF may also collect and send the IPTV Presarfoemation to the P2P Communication Enabler (Enes Enabler)
directly, as shown in Figure 7-8.

Copyright 2009 © Members of the Open IPTV Forum



Page 100 (140)

P2P
Communication
Enabler
(Presence Enabler)

Authentication
and Session
Management

ITF

User interaction
or
channel/content
information

—

1. Presence Information

>
»
2. Presence Information
|-

3. Response

<«

4. Response

Figure 7-8: Call flow for sending Presence informabn to the Presence Enabler

7.4.2 Presence Session Management Procedures

The Communication Service Presence allows multipkrs of an ITF to communicate their presence imébion inside an
IPTV Service network. A user (A) can subscribehte presence information of other users (B,C ... hst twhen one of
these users changes his Presence status useill(®ceive a notification of this change.

The OMA (Open Mobile Alliance) has specified anl@eafor Presence allowing the management of thlectmn and the
controlled dissemination of presence informatioera SIP/IP network. The enabler is based on thé€& &P protocol
[RFC3261] [Ref 21] with SIMPLE and 3GPP extensiofise procedure described in this section is aligmith the
procedures specified in OMA “Presence SIMPLE Spetiion” (OMA-ERP-Presence_SIMPLE-V1_0_1-20061128-A
[Ref 24]
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7.4.2.1 Presence session set-up — Presence template

IMS Gateway

IG-OITF Auth/Session

o Server

Mgmt

1. HTTP: GET (presence subscription form)

200 OK (HTML page)

2.

3. HTTP: POST (presence sub, orig user=A, dest=B)

»

4. Invoke Presence Subscription() |
>

produced by the IG

Authentication P2P
and Session Communication
Management Enabler

(Presence Enabler)

5. SIP: SUBSCRIBE ()

2000K

6. SIP: SUBSCRIBE ()
»

_7.200 OK

8.
<

9. Operation Result
i

10. 200 OK (HTML + ECMA Notification Script)

<

11. In-session
Notification
Procedure Setup

1‘2. SIP: NOTIFY (Presence information)

. 14. Invoke Third Party Natification
-
(display=Presence information)
15. 200 OK

13. SIP: NOTIFY (Presence information)

17. In-session
Notification Events

18. Operation Result

»

716. 200 OK

Figure 7-9: Call flow for Presence session setup

The following is a brief description of the stepghe flow:

1. A user logged on to an OITF wants to subsciibi&é presence events associated with anothepusegroup of
users. The OITF sends an HTTP GET message toatsiit to fetch a template form to be filled uptbg user.

2. The IG-OITF Server intercepts the request ahdme an HTML form document to be filled out by #wed user

in a 200 OK message.

3. The OITF sends an HTTP POST message includmgdmpleted template form to the IG-OITF Server.

4, The IG-OITF Server intercepts the message arakas the appropriate operation in the Auth/Seskigmt.

function in the IG.

o

The Auth/Session Mgmt. function in the IG creaeSIP SUBSCRIBE message with the appropriatenton

and sends it to the Authentication and Session kemant FE in the user's home network.

© 0 N o

A SIP SUBSCRIBE message is forwarded to thedPiaes Enabler function.
A 200 OK is received as a response from thedhesEnabler function.
A 200 OK is forwarded to the Auth/Session Mgfahction in the IG.

The Auth/Session Mgmt. function in the |G setidsoperation result to the IG-OITF Server.
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10.

11.

The IG-OITF Server sends a 200 OK to the OIF & aesponse to the HTTP POST operation, whictagmithe
result page (which will be updated when a preseweat is received) and an ECMA Notification Scihpt is
run by the client in order to set-up an In-Ses$lotification Procedure.

The OITF sets up an In-Session NotificationcBdure (XML HTTP request or Persistent TCP Conpedtiode)
with the 1IG-OITF Server. The IG-OITF Server wilkth be able to send a notification message to updat®ITF
Ul page dynamically without the need to reload Xh€TML-page.

12, 13.The Auth/Session Mgmt. function in the I@eaiges a NOTIFY message that includes the Presstaties from

14.
15.

16.
17.

18.

Presence Enabler function via Authentication ares®a Mgmt. function.
The Auth/Session Mgmt. function in the IG ineskhe In-session notification function in the IGFD Server.

The Auth/Session Mgmt. function in the I1G seRdB OK message to Authentication and Session Mfymttion
in responds to the SIP NOTIFY.

A 200 OK is forwarded to Presence Enabler fonct

The IG-OITF Server performs the necessary #siea notification operation (CEA-2014) [Ref 3] tbe OITF to
display the presence information to the end-usBMN@TIFY messages, for this subscription, are ied
within the In-Session Notification session, esttidid in step 9.

Finally the 1G-OITF Server sends back to theAl@h/Session Mgmt. function the operation result.

7.4.3 Scheduled Content and fast update rate events  case

When channel switching during a Scheduled Contervice, users will likely be able to zap betweesetiof channels within
the same “bouquet” (e.g. channel with the same waltd requirements) without further signalling rteld to the Service
Setup Session (from ITF to IPTV Control). In thise, sending presence information each time thechsages channel
may lead to a heavy load on the network (e.g. & @d zapping). In order to reduce and control ipts®verload caused by
frequent channel hopping, it shall be possibledfingé some mechanisms that is able to limit the lmemof publications of
channel change. In particular, two instances offraeisms can be foreseen:

Client side — configurable delay: the ITF clienbsld not inform the IPTV Control about several cengive
channel changes within the delay period. When e stops zapping, information about the watchechicél
should be sent to the IPTV Solution. The delay tiha is used may be configurable.

Server side — rate control: The IPTV Solution sdadntrol the rate of information sent by ITF cliso it can
decrease the frequency of publication of changamtla

Figure 7-10 and Figure 7-11 provide examples afjaadling flow for channel switching, for the caskClient side and
Server side load control, respectively.
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A

Authentication
. IPTV
ITF & Session Control
Management

0. Change channel
1. Presence information Request

a) Change channel change channel " | 2. Presence information Request
—_— >
change channel
3. Presence information Response

b) Change channel
E—

Zapping

4. Presence information Response change channel
z) Change channel
—_

change channel

5. Change channel

—_— . .
6. Presence information Request

change channel " 7. Presence information Request

change channel
8. Presence information Response
<

<
9. Presence information Response change channel

A

change channel

Figure 7-10: Scheduled Content (Broadcast TV) charei switching; Client Side load control

The ITF leaves a multicast channel and joingraranulticast channel with the same QoS requirésnen

a. A delay may be applied. If the user switches chhagain during this delay time, the flow is restarat

step O.
b. (seea.)
c. (seea.)

d.
The ITF sends information about which channat th being watched.

The Authentication and Session Management Fiesdhe information to the IPTV Control.
IPTV Control responds to the Inform channel derequest.

The Authentication and Session Management rab&esesponse to the ITF.
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w b oo

Authentication
: IPTV
ITF & Session Control
Management
0. Change channel
1. Presence information Request
change channel "| 2. Presence information Request

change channel
3. Presence information Response
<

-
4. Presence information Response change channel
dl

~ change channel

Figure 7-11: Scheduled Content (Broadcast TV) charei switching: Server Side load control

The ITF leaves a multicast channel and joinghkeranulticast channel.
The ITF sends information about which channékismig watched.
The Authentication and Session Management Ftesahe information to the IPTV Control.

IPTV Control checks the rate notification fronet TF and responds to the Inform channel changeest; also
sent in the response is an info (rate of publicgtto decrease the frequency of sending the chelmaenel
information.

The Authentication and Session Management Ftesahe response to the OITF which updates its ragenof
publication.
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8. Interworking ITF with DLNA devices (Informative )

The following is a high level signal flow which skis how “DLNA functions” in the OITF interwork witbLNA compliant
devices. In all use cases described in this sedtienDLNA Function in the OITF serves IPTV contembther DLNA
devices which implement the appropriate DLNA deitzss or DLNA device capability. However, in gealg“DLNA
functions” in the OITF may support other DLNA dewiclasses or DLNA device capabilities, such as DLDgital Media
Player (DMP), in order to support accessing AV eoh{which may not be IPTV content) which are sdrvg other DLNA
devices. For further information about DLNA systasages, please refer to DLNA Networked Device bgerability
Guidelines (October 2006) [Ref 2].

Basically, the signal flows between the ITF andRnevider(s) Networks are the same as defined isysthecification. The
signal flow between ITF and DLNA devices are thmeas defined in the DLNA guidelines. The high lesignal flow in
Figure 8-1 is intended to show the relation betwihenPTV signal flow and the DLNA signal flow one assumption that
the DLNA function in the OITF converts IPTV protdspsuch as metadata access and media deliveigcptst on the fly to
DLNA protocols. In the case where the ITF has allstorage, the IPTV content in the storage magdreed to DLNA
devices; however, the following high level sigrialWs do not apply to these cases.

The IPTV content item served by the DLNA functieande protected by DTCP-IP, with content usageifipeéwia the
content and service protection scheme of the IPatviee.

Note that each call flow between the ITF and thevRlier(s) Networks can include an optional autreatibn step to avoid
unauthorized access to IPTV services.
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DLNA
Device

ITF IPTV
(DLN A Service
Function) Provider

Discovery

After IPTV service
discovery, DLNA
function becomes
discoverable by
DLNA devices, or
ITF will start to
access other DLNA

IPTV Service
Provider Discovery

IPTV
Service
Discovery

devices. DLNA . .
function will act as IPTV Service Discovery

DLNA device class

or DLNA device
capability O

DLNA Device
Discovery

DLNA media
management

protocols

Metadata Access

e.g. Content
Directory Access

DLNA media
transport

IPTV
Metadata
Control

protocols

Media Stream

HTTP protected
by DTCP-IP

Figure 8-1: Relation between the IPTV and the DLNAsignal flows
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The DLNA guideline defines system usages, i.e.cases, showing how DLNA device classes and DLNAfions interact
with each other. Table 5 indicates what DLNA ussesacould be supported and how DLNA device clag3LoiA
functional capability should be implemented in BIeNA function of the OITF to realize each use cddete that mobile
networked devices, such as M-DMS, M-DMC, are r&telil in this table, but a mobile networked devimeasponding to a
home network device also apply to these systemeassagwell.

DLNA system DLNA function in OITF DLNA Device(s) which interwork with the
usages (use cases) DLNA function in the OITF.
2 BOX PULL Digital Media Server (DMS) Digital MediaPlayer (DMP)
DOWNLOAD Digital Media Server (DMS) Download Contrier (+DN+)
3 BOX Digital Media Server (DMS) Digital Media Caootler (DMC)
Digital Media Render (DMR)

Digital Media Server (DMS) Digital Media Renderer (DMR)

Digital Media Controller (DMC)
2 BOX PUSH Push Controller (+PU+) Digital Media Rederer (DMR)
UPLOAD Upload Controller (+UP+) Digital Media Serer (DMS) with upload capability

Table 5: DLNA system usages

8.1 2BOXPULL

Figure 8-2 shows the signal flow for the 2 BOX PUsystem usage where an OITF serves IPTV contemQbIP. In this
system usage, a user operates the DLNA Device winiplfements the DLNA Digital Media Player (DMP)

The signal flow applies to the case when OITF aatiically has access to the IPTV content.

DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMP) implements DMS) Control, CDN, etc)

* Assume IPTV service discovery

] . * Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to

avoid unauthorized access to the
* A user selects IPTV service.

the DMS

* A user browses 1. CDS: Browse request

the content list >
(step 1-4 could

be iterated)

2. Metadata Request

\ A

. Metadata Response

4. CDS: Browse response \

* A user selects
a content item to 5. HTTP: GET request
be rendered

. Media Control: Start Streaming

A A

‘7. HTTP: GET response
I~ Media Stream

* A user stops 8. TCP close

rendering = Te--------c--ccccccc-c--o- >
9. Media Control: Stop Streaming

v

Figure 8-2: Signal flows for a 2 BOX PULL system usge
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8.2 DOWNLOAD

The signal flow for DLNA download system usagehie same as for the 2 BOX PULL, except that the DLdé&ice
implements the Download Controller (+DN+) insteddh® DMP, and the media delivery on the netwodeswill be based
on a file transfer protocol instead of a mediaastring protocol. In this system usage, a user opetae DLNA device
which implements the DLNA Download Controller (+DN+

The signal flow shown in Figure 8-3 applies to thase when the OITF automatically has access ttPfh¢ content.

DLNA ITF IPTV Service
Device (DLNA function in OITF (incuding Metadata
(+DN+) implements DMS) Control, CDN, etc)

* Assume IPTV service discovery

o * Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to

avoid unauthorized access to the
* A user selects IPTV service.

the DMS

* A user browses 1. CDS: Browse request
the content list
(step 1-4 could
be iterated)

v
N

. Metadata Request

v

. Metadata Response

aAw

4. CDS: Browse response
-

* A user selects
a content item to 5. HTTP: GET request

be downloaded > - )
6. Initiate Media Transfer

A A

7. HTTP: GET response

Media Stream

8. TCP close

9. Complete Media Transfer

\ A

Figure 8-3: Signal flow for DLNA download system

8.3 3BOX

Figure 8-4 shows the signal flow for the 3 BOX systusage where the ITF acts as a DMS. The two DiBMces (DMR
and DMC) interwork with the DMS implemented in tB€TF FE of the ITF. In this system usage, a useraies the DLNA
device which implements the DLNA Digital Media Caoiter (DMC).

The signal flow applies to the case where the Gllitematically has access to the IPTV content.
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DLNA DLNA ITF IPTV Service
Device Device (DLNA function in OITF (including Metadata
(DMR) (DMC) implements DMS) Control, CDN, etc)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery Assume DLNA device discovery provider networks can include an

optional authentication step to
avoid unauthorized access to the

* A user selects the DMS IPTV service.

1. CDS: Browse request

P 2. Metadata Request

v

3. Metadata Response

‘4. CDS: Browse response

* A user browse content list
(step 1-4 could be iterated)

5. AVT: SetAVTURL * A user browses a content
< .
6. AVT: SetAVTURL item to be rendered and DMR

v

7. AVT: Play
8. AVT: Play

v

9. HTTP: GET Request

[

"1 10. Media Control: Start Streaming _
11. HTTP: GET Response v

Media Stream

—

_12. AVT: Stop * A user stops rendering

13 AVT: Stop

14. HTTP: GET Request
15. Media Control: Stop Streaming

v

Figure 8-4: Signal flow for the 3 BOX system usagehere the ITF acts as a DMS

Figure 8-5 shows the signal flow for the 3 BOX systusage where the ITF acts as both a DMC and a. iMBis system
usage, a user operates the OITF which implemeatBIINA Digital Media Controller (DMC).
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DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMR) implements both DMC and DMS) Control, CDN, etc)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

1. Metadata Request

\ 2

2. Metadata Response

<

* A user selects a content item
5. AVT: SetAVTURL to be rendered and also DMR

6. AVT: SetAVURL

7. AVT: Play

8. AVT: Play

9. HTTP: GET Request

v

10. Media Control: Start Streaming

\ AN

11. HTTP: GET Response
. Media Stream

* A user stops the rendering
~12. AVT: Stop

13. AVT: Stop

14. TCP close
15. Media Control: Stop Streaming

P
>

Figure 8-5: Signal flow for the 3 BOX system usagehere the ITF acts as both a DMC and a DMS
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8.4 2BOXPUSH

The signal flow for the 2 BOX PUSH system usageashihe case where the ITF acts as a DLNA Push Gltett(+UP+)
and is the same as the 3 BOX PUSH system usagewh®iTF acts as both a DMC and a DMS. In thisesgsusage, a
user operates the OITF which implements the DLNAHpcontroller (+PU+), as shown in Figure 8-6.

DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMR) implements +PU+) Control, CDN, etc)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to

avoid unauthorized access to the

IPTV service.
1. Metadata Request
>
3. Metadata Response
* A user selects a content item
5. AVT: SetAVTURL to be rendered and also DMR
h
6. AVT: SetAVURL L
7. AVT: Play |
b
8. AVT: Play L
9. HTTP: GET Request L
10. Media Control: Start Streaming ol

_11. HTTP: GET Response |
- Media Stream

—

* A user stops rendering
12. AVT: Stop

13. AVT: Stop

14. TCP close
15. Media Control: Stop Streaming

P
>

Figure 8-6: Signal flow for the 2 BOX PUSH systemsage where the ITF acts as a DNLA Push Controller
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8.5 UPLOAD

Figure 8-7 shows the signal flow for the uploadeysusage where the ITF acts as a DLNA Upload @bdatr(+UP+). In
this system usage, a user operates the OITF wimplements DLNA Upload Controller (+UP+).

DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMS with implements Upload controller) Control, CDN, etc)
upload capability)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

1. Metadata Request

2. Metadata Response
* A user selects a content item
7. CDS: CreateObject to be uploaded to a DMS
8. CDS: CreateObject |
' 9. HTTP: POST Request
11. HTTP: Interim. I
7 12. Initiate Media Transfer R
Media File
13. Complete Media Transfer L

14, HTTP: POST Response

&
P>

Figure 8-7: Signal flow for a system usage where ¢nITF acts as a DNLA Upload Controller
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Appendix A.

Compliance of Architecture to the Requirements

Ref | Requirements | Compliance | Summary Specific Requirement | Comments and
Section clarification.
5 Service
Requirements
5.1 General Compliant General principles that
have been taken into
account in the
architecture
5.2 Provider Compliant Multiple IPTV service
Relationships providers. Single Sign-
on.
IPTV Service provider
with multiple SPP and
access networks
Simultaneous use of
managed and
unmanaged services.
5.3 Service
Categories
5.3.1 | Scheduled Compliant Scheduled content [1-1170] [R1] The | No architectural implication.
Content payment models. IPTV Solution shall The R1 architecture should
Service Manual configuration | make it possible for thel achieve the 2 sec channel
of service access? user to configure (i.e. | change times assuming vide
Channel change times. manl_JaIIy enter) the GOP lengths are maintained
location of the IPTV at ~15 however the
resources providing the architecture does not
Scheduled Content include any architectural
Service. The location components designed to
may be the service itselfbring channel change times
or a definition of the down to <500ms)
service and its
offerings.
[1-1180] [R1] Time
delay in switching from
one Scheduled Content
Service to another
should be minimized.
The time should be no
greater than 2 seconds|
and the goal should be
<500ms.
5.3.2 | Contenton
Demand
(CoD)
5.3.2 | Common Compliant General requirements
A Requirements including trick play and
resume
5.3.2 | Streamed CoD| Compliant Live streaming and [1-1260] [R1] The | No specific provider domain
2 Requirements progressive download | IPTV Solution shall architectural support needed

support the delivery of

to support progressive
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CoD as live streaming
and progressive

download.

download.
5.3.2 | Push CoD Compliant IPTV SP initiation to
3 individuals and groups
5.3.2 | Deferred Compliant
A4 Download
CoD
5.3.3| PVR
5.3.3 | Local PVR Compliant | Scheduling via the user [1-1360] [R1] The | Not an architectural
A or via an application. | IPTV Solution shall requirement.
ensure that recordings
which are made at the
instigation of a Service
Provider are not visible
to other Service
Providers.
5.3.3 | nPVR Partially Scheduling via the use A description is needed in
2 Compliant | or via an application the architecture of how nPVRR
is supported including how
the Content Storage database
is used for nPVR recording
and storing. Additional
interfaces between the IPTV|
Control and content delivery
are needed to control timer
based recording of live
multicast streams.
5.3.4 | Time Shift Compliant Yes
5.3.5| Service and | Compliant
Content
Navigation
5.3.5 | Service Compliant Requirements refer to
A Navigation portal —
5.3.5 | Content Guide | Partial [1-1540] [R1] The | Additional inter FE interfaces
2 (CG Compliant IPTV Solution shall may be required.
for network support filtering of
implementat Content Guide
ion information to show
different amounts of
Compliant detail according to
for whether the content
implementat item is part of the
ion in OITE. subscription or not.

[1-1550] [R1] The
IPTV Solution shall
support filtering of
Content Guide
information according
to the rating of the item
and the personal profilg

(including parental

p
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controls placed if any)
of the user.

5.3.6 | User Compliant
Notification
Service
5.3.7 | Advertising Non [1-1620] [R1] The | Needs a review to determine
Compliant IPTV Solution shall whether all requirements ca

support mechanisms fo
the insertion of
advertising graphics
and video content in
non-video (information)
services.

[1-1630] [R1] The
IPTV Solution shall
allow for the selection
and presentation of
advertising material on
aregionalized basis.
[1-1640] [R1] The
IPTV Solution shall
allow for the insertion
of advertising material
utilizing network
located equipment.
[1-1650] [R1] The
IPTV Solution shall
allow for the insertion
of advertising material
utilizing home network
based equipment.
[1-1660] [R1] The
IPTV Solution shall
allow advertising
material containing
textual and graphic
items to be overlaid
with transparency into
video streams.
[1-1670] [R1] The
IPTV Solution shall
allow advertising
material containing
textual and graphic
items to be presented i
a horizontal “ticker
style” format with the
video stream.

NOTE: This format
should consume less
than 10% of the
available vertical
resolution.

[1-1680] [R1]  The

IPTV Solution shall

be implemented by
embedded applications or
network IPTV applications
without new architectural
components.

VHO add insertion. needs a
new component and
interfaces in the network
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support mechanisms fa
the user to log (e.g.
bookmark) individual
advertisement
information.

[1-1690] [R1] The
IPTV Solution shall
support various
advertising media such
as video, audio,
graphics, text.

5.3.8

Communicatio|
n Services

5.3.8

Caller ID

Compliant

The required asynchronous
notification mechanism need
to be addressed.

n

5.3.8

Presence

Compliant

The required asynchronoy
notification mechanism need
to be addressed.

w n

5.3.8

Messaging

Compliant

The required asynchronoy
notification mechanism need
to be addressed.

n n

5.3.8

Chatting

Compliant

The required asynchronou
notification mechanism need
to be addressed.

"

54

Application
Deployment
and Execution

54.1

General
Requirements

Compliant

54.2

Common
Requirements

Compliant

54.3

Requirements
Specific to
Browser
Applications

Compliant

54.4

Requirements
Specific to
Executable
Applications

54.4

General
Requirements

Compliant

544

Functional
Requirements

Compliant

544

User Interface
Requirements

Compliant

54.5

Other
Requirements

Compliant

5.5

Security

551

Access contro

55.1

Application
Security

Compliant

Specific Architectural
support not required.

55.2

Authentication
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y

5.5.2 | User Compliant
A Authentication
5.5.2 | Application Compliant No specific Protocols and application
2 Authentication architectural support. environment definition — no
specific architectural
additions needed.
5.5.3 | Data Compliant No data export interfagg1-2440] [R1] The | The note is not part of the
Confidentiality defined. operation of the IPTV | requirement, as clarified by
Solution shall not the Requirements WG.
require disclosure of
information on each
item of content being
consumed by a user to
any party other than the
provider of each
specific item of content
NOTE: Wider
disclosure of
information may be
allowed either
following consent by
users or as a
consequence of
regulatory or legal
requirements.
5.5.4 | Service and | Compliant
Content
Protection /
DRM
5.5.5 | Communicatio] Compliant
n Security
5.6 Remote Compliant
Management |
5.7 Registration Compliant No specific architectural
support. These requirements
are for the process of signin
up for a subscription.
Covered by O&M to service
profile interfaces. O&M not
including in the architecture.
5.8 Charging Partially [1-2770] [R1] When theg IMS Service level charging i
compliant appropriate covered by existing IMS

relationships and
agreements are in plac
between the access
network provider, IPTV
Service Provider and

SPP, the IPTV Solution

shall support a

mechanism for the SPH

can to aggregate
charging data with
respect to usage of the
access network and/or

charging capabilities.
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IP connectivity services
with charging data
generated with respect
to usage of Platform
Provider services and
the IPTV services of
IPTV Service
Providers.

5.9

Accessibility

Compliant

[1-2830] [R1] The No specific architectural

IPTV Solution shall
include facilities to
deliver services and
content with
accessibility
enhancements to aid
users with impaired
vision or hearing.
[1-2840] [R1] It
shall be possible for the
Service Provider to
include additional
service or content
components that
provide, for example a
subtitle (closed caption
stream, or an additional
descriptive audio
stream.

[1-2850] [R1] It
shall be possible for the
user to conveniently
select the rendering of
such auxiliary streams
at the ITF.

[1-2860] [R1] The
IPTV Solution shall
enable accessible user
interfaces for IPTV
services, e.g. for the
handicapped or elderly

Protocols issue

5.10

Profiles

5.10.

User Profiles

Compliant

5.10.

Network
Resources

Compliant

5.10.

Content
“Parental”
Control

Compliant

5.11

Service
Portability

Compliant

5.12

Home
Network

Compliant

Access protocol translation
not covered by architecture.

5.13

Protocols and
Data Formats
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5.13. | Content Compliant
1 Formats
5.13. | Transmission | Compliant
2 Protocols
5.13. | Control
3 Protocols
5.13. | Content Compliant
4 Download
Protocols
5.13. | Metadata Compliant
5
5.14 | Data Export Non No interface defined
Compliant
5.15 | Managed
Network
Specific
Service
Requirements
5.15. | Network Compliant
1 Resources
5.16 | Open Internet| Compliant
Specific
Service
Requirements
5.17 | Hybrid Device| Compliant

Requirements
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Appendix B.  Proxy Description and GBA Single Sign-on (Informative)

This section introduces single-sign on architectiegfined for IMS, and known as the Generic Boops#echitecture (GBA)
[Ref 25], and the role the authentication proxy.

B.1 GBA Single Sign-on Architecture Description

Figure B-1 depicts the proposed GBA Single Sigraarhitecture. This architecture capitalizes ongkisting authentication
schemes that are deployed to register an ITF tod¢heork, and the shared secret between the ITartdin network
entities.

—
)  Secure Channel () Application
| Server

ITE l—_Authentication | single

IAuthentication
Credentials

Figure B-1: GBA Single Sign-on Architecture

An ITF that desires to establish a secure chanitelam Application Server (AS) before accessingsberice must be able
to acquire a key to share with the AS for secuiimgommunication with that AS.

For that purpose, the ITF authenticates itself tasted node in the network dedicated for thappse. This is the role of the
GBA Single Sign-on function. Once successfully aaticated with the GBA Single Sign-on function, th€& generates
locally a master key that it uses to generate #yetd be shared with the AS. The Single Sign-ormpEEorms the same
procedure and generates the same master key. dbedore used to generate the key shall be knowrettr'F and the

GBA Single Sign-on function, and is based on exgstandard mechanisms.

As previously stated, the master key generateddn®F and the Single Sign-on node is used to geadne key to be shared
with the AS. In order to allow the ITF to share @egte keys with the different ASs with whom it watd communicate, the
AS URI can be used in the generation of the shieegdn combination with the master key.

Later on, when the ITF attempts to activate theisey mutual authentication is required with the. S8rver certificates can
be used by the ITF to authenticate the AS. Follgwhat, a secure channel can be established. @aaeture channel is set
up, the user can be authenticated by the AS ubimghared key. The ITF uses the shared secrgtassword, and the AS
can fetch the same key from the GBA Single Sigriumction. Once mutual authentication is succesgfidihcluded by the
AS, it can verify if the user is authorized for thervice. Obviously that step is skipped if the maluthentication cannot be
established. Service authorization is based os¢héce access information in the Subscriptiorijero

Figure B-2 depicts a call flow illustrating the alegprocedure:

1. The ITF authenticates itself with the GBA Singlgn-on function using the same credentials usedd IMS
registration process

2. The ITF generates a master key locally and thegkey to generate separate keys for all ASs withm it
desires to communicate.

3. The GBA Single Sign-on function performs the sarocess.

4. The ITF establishes a secure channel with thegh&) the AS’s public server certificate for thatrpose.
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5. The AS fetches the shared key for that user tft@GBA Single Sign-on function.

6. The ITF then uses the shared key with the AiBamssword to authenticate itself. The AS compére received
password with the one fetched from the GBA Singtg®n function.

7. Mutual authentication is now completed and digipexchange can start.
s IPTV .
ITE Authentlc._':mon User $mg|e AS
Credentials - Sign-On
Profile
1. Authenticate with node using same credentials used for Registra{&

2a. Generate Master Key 3a. Generate Master Key
2b. Generate AS key from 3b. Generate AS key from
master key master key

Establish Secure channel with server using public certificates for server authenticatio>

5. Fetch User Key shared with AS

w

<-
< 6. ITF authenticates itself using the shared key with the AS as a password

7. Mutual authentication completed and signaling exchange can start

Figure B-2: GBA Single Sign-on call flow

B.2 Authentication Proxy and Service Access in a multi-AS
Environment

The procedure presented in Figure B-2 shows tleaAS must implement some specific procedures t@hbeto capitalize
on the Single Sign-on procedure described abovis.i¥mot desirable since it implies that every8st implement that
scheme. In order to alleviate the need for the &Batve to cope with that, a new node, the Authatitin Proxy node, is
introduced in the network. Figure B-3 depicts sanharchitecture.

Within that architecture, the Authentication Pr@&P) plays the same role depicted by the AS inptiteious section. The
advantage of such an approach are numerous: apmticervers don’t need to do anything speciahat tegard, the ITF
establishes a single secure channel with the ARcandise that to communicate with any AS lateralijinany application
server requiring such a scheme can be introductetinetwork without any changes to existing aseditre thus

simplifying network deployment. Note that the ARr@nsparent to the ITF since the AP obtains thead&ess through
DNS lookup.
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Figure B-3: Authentication Proxy and GBA Single Sig-on Architecture
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Credentials
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Appendix C.  Content Delivery Network Architecture description (informative)

C.1 General Description: CDN Architecture Overview

The CDN (Content Delivery Network) is a fundameritaictionality in an IPTV CoD solution, since il@aks the
optimization of the network use through a distribatof the media servers in the physical network] the optimization of
the storage resources through a popularity-bassdhdition of the A/V content on the media servéitss usually results in
having popular A/V content massively distributedmedia servers at the edge of the network (as esg®ssible to the
customer) while less popular content are distrithate an reduced number of media servers.

The following definitions and assumptions are us@éh regard to the CDN architecture:
= The term Video File corresponds to the Media ofavim stored on a CDF in a defined format.

= The term Content is a generic naming used in thegmt document to designate a video movie. It does
represent the physical media itself (which is theéed File). Content may be available in differemnd&b File
formats.

= The term Cluster corresponds to a logical assaociaif one or more CDFs which share some resousces @s
location, storage capacity).

= The term Cluster Controller (CC) corresponds toftimetion in charge of the management of the recesuof
the Cluster.

= ACDN s aset of CDFs/CCs/CDNC.
= One CDF belongs to only one Cluster at a time (ister : n CDF)

= One CCis responsible for the control of the CD$soaiated with the Cluster (1 CC : n CDF) (Thisstoe
presume that CC function can not be redundant podme service resilience)

= Both Cluster and ITF could have a location attwhich will allow calculating the 'Network distaic
between the ITF and the Cluster. Other strategielalso be envisaged depending on the choiceitiigo

= Video Files available to customers are not necégshstributed uniformly among the CDFs.
= AVideo File may be present in some Clusters whllsent in others.

= A Video File may be present in some CDFs withireey Cluster and absent in some other CDFs withen t
same Cluster.

= The ingestion and distribution of the Video Filesang the CDFs is not in the scope of the contrdouti
However in some cases the distribution strategydyma@mic behaviour of content popularity can haveagor
impact on the choice of service and delivery setup.

= CCs are Managed by a CDNC (NB: This does not presine number of instances of CDNC function across
the CDN).

The hierarchical relationship between CDNCs/ CGs@DF is shown in Figure C-1.
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F——————————— — | IPTV
| CDNC: Content Delivery network Controller Control
CC: Content Controller |

| CDF: Content Delivery Function |

(Through Authentication and Session Manager)

Cluster #3

CDF #3.1

Optional CDNC relationship

Cluster #3

Figure C-1: Relationship between IPTVC/CDNC/CC/CDF
Two types of sessions are put in place to enabieeab delivery to the user:

= The Service Setup Session, which is used to set@udiovisual service. It concerns the ITF, the
Authentication and session management, the IPT\rGlothe CDNC, the CC and the CDF. This sessiadde
to the creation of a Content Delivery Session.

= The Content Delivery Session, which delivers theliaméom the CDF to the ITF. This session involties
ITF, the CC and the CDF. A Content Delivery Sesssoassociated to a single Service Setup SesEius.
session is composed of :

0 A Content Delivery Session Control Plane: thisvaidhe establishment of the Content Delivery
Session and the control its progress.

0 A Content Delivery Session Transfer Plane: thisvedl the delivery of the media to the ITF.

Several Content Delivery Sessions can be creabed the same Service Setup Session (for instanaelar to take
into account modifications in the course of thesggy. We consider here that these Content Delig&gsions
happen sequentially in time. Each Content Deliv&ggsion contributes to the delivery of the medignéol TF.
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Whenever the ITF or the CDF have to be re-sele@ead for service continuity), this causes to dithta new Content
Delivery Session, If resource reservation is negtdedervice session needs to be updated. Pldas¢arsection 6.4.2 for
more information.

The IPTV Control, Authentication and session managyg and the CDNC can choose to stay informed thighContent
Delivery Session progress and major events. Theyxhange/teardown both sessions' parameters ainaeyaccording to a
defined policy.

C.2 Role of the CDN in the CoD service

The CDN operations, regarding the service setugsigesire organized in three sequential steps:
= CDNC selection
= CC selection

=  CDF selection

C.2.1 CDNC selection

Two strategies can be applied while choosing th&lC@lepending on the popularity of the content.

= |f the content has a rather stable popularity,ct@ce of the CDNC can be performed directly bylfh€VC, and
be considered as part of the Video file selectiep.sA stable popularity means the redistributibthe video files
across the CDN is performed on a daily basis. iBhilse case of long, mainstream contents (e.g. @sdvin order
for the IPTVC to choose the CDNC it has to haveitiiemation that the video file is within the CDNGstratum of
the CDN. This corresponds to the call flows showseéction 6.4.1.

= If the content has a very dynamic popularity, theice of the CDNC is left to a selection proces$gmed across
the CDN. A dynamic popularity means that the cotstamne redistributed across the CDN on an hourbyshi@as an
example). This is the case of short specializederus, like music videos and user generated catel@nce, the
IPTVC does not need to keep up with all the filegliions, and does not choose the CDNC, It forwtrds
aforementioned parameters to a default CDNC (fan®le) to trigger the decentralized selection pgedgas shown
in Figure C-3). the right CDN controller's choiaeutd be based on:

o Video Content Selection Parameters
0 CDNC's organisation (Figure C-2 shows a few exampfesuch an organization)

o Search and discovery algorithms (e.g., peer-to-plgrithms, theme based, length based, etc.)

NOTE - it is required to have a mechanism to avoid @ leetween CDNC, in order to implement this option |

In both cases the choice of the target CDNC dependsset of parameters generated by the IPTV @émtsuch as:
= Applicable video files
= Access Network information

= |TF capabilities
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Hierarchy

Figure C-2: CDNC organization examples

The exchange between the CDN controllers is done
via the «Authentication and Session Management»

A

4 N
CDN
IPTV CDN
Controller 1
Control (default) Controller 2
>4. Request Validation
>5. Video File Selection
6. Delivery Session Setup Request
v 6.1 Delivery Session Analysis (CDNC Selection)
> Repeat message 6.1 and
6.2 until target CDN
T ) controller found. The
Redirection algorithm search algorithms must
out of scope 6.2. Delivery Session Setup Request implement mechanisms
> to avoid looping

Figure C-3: The decentralized CDN controller choiceoption
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C.2.2 CC selection

The chosen CDNC, shall choose, depending on therpters generated by the IPTVC, the best clust€otmdinate the
content delivery session. The most important patanie that choice could be the location and madéhe ITF.

C.2.3 CDF selection

The chosen CC would then select the most apprep@antent Delivery Function, within the clusten, $ending the content
to the user. The most important parameter in thaice would be the availability of the applicakled, and the load on the
CDF's, visible only to the CC.

Once all the involved functions in the CDN are itifeed, the IPTVC is informed of the success andviards a success
message to the ITF, with the green light to prodedtie next step.
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Appendix D.  IMS User Identities (informative)

This section provides a brief overview of IMS Usgntities and how they can be used within the gaddPTV solution.
For more information refer to TS 23.228 [Ref 15].

The examples and description within this sectienlksrsed on IMS AKA authentication mechanisms desdrin
section 6.3.2.1. This authentication mechanismiregwne or more UICCs in the residential network.

The examples are not exhaustive.

D.1 Introduction

There are various identities that may be associaibda user of IP multimedia services describethifollowing
subsection.

D.1.1 IMS Private User Identities - IMPI

Every user who wishes to participate in IMS-basstimunications services must be associated wittoongore IMS
Private User Identities (IMPI). An IMPI is assignlegthe home netwofloperator at the time of subscription to IMS based
services and used subsequently for Registratiothdkization, Administration, and Accounting purpsse

The Private User Identity is stored in the homewvoek operator's HSS as well as in a UICC (smartzarovided by the
residential network operator to the subscriber,iambt accessible to the end user. In additicstaang the IMPI, the UICC
also contains the security credentials (long tezoret key) shared with the residential network afmerand necessary for
authentication.

The Private User Identity identifies the subscadptinot the user. It is not used for routing of BiBssages. The Private User
Identity is used to access, during Registratioa,uber's IMS-related subscription information (¢heg. security credentials
needed for authentication) stored within the HSS.

The IMPI is authenticated using the security créidéstored in the UICC at the time of the registm (as well as during
re-registration and de-registration).

The registrar in the residential network, the S-ES@btains and stores the authenticated Private Idsatity upon
successful registration and deletes it when thesute-registered. The authenticated IMPI can bd byahe S-CSCF to
obtain from the HSS a list of the subscribed-to IM8vices, so that subsequent attempts to comntamequiring these
services can be authorized.

D.1.2 IMS Public User Identities - IMPU

An IMS subscription may support multiple end usé&ach end user must be associated with one or i@d°ublic User
Identities (IMPU) for the purpose of IMS-based coamications with services or other users. Duringstegtion, at least one
IMPU is bound to the contact address (SIP URI doirtg the IP address) of the registering UE. Thistact address serves
as the point of contact for an end user associatidthat IMPU for originating and terminating IMsgssions.

The IMPU takes the form of a SIP URI or a “Tel URThe residential network operator is responsibtetie assignment of
Public User Identities. The assignment of a huntemdlly username for a SIP URI depends on the piawing options
offered by the operator.

The assignment of IMPUs associated with an IMRhtdtiple end users is a matter for the owner ofghlescription, and
outside the scope of standardization.

Public User Identities are not authenticated byntbimvork during IMS registration. Therefore, a conmicating end user is
not authenticated by the IMS network. This is noissue for typical mobile person-to-person commations services,

2 In telecommunications, the term “home network’ersfto the network operator with whom a user hesbacription for
services.
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where there is usually a 1-to-1 relationship betwis® communicating end user and the holder o$tiscription, and one
can assume that an authenticated subscriptionémpli authenticated end user, but such a relaippoahnot be assumed in
the general case (multiple end-users associatédangingle subscription).

Public User Identities may be used to identifyaker's IMS profile within the HSS for example dgrimobile terminated
session set-up.

D.2 Relationship of IMS Private and Public User Identities

The relationship of Public User Identities to PtéevBJser Identities, and the resulting relationshih an IMS subscription is
shown in Figure D-1.

Public User
Identity-1
Private User
Identity-1 _\—
IMS _I Public User
Subscription /,— Identity-2
L Private User
Identity-2 -
Public User
Identity-3

Figure D-1: Relationship of the Private User Idently and Public User Identities
A Public User Identity may be shared by multiples&e User Identities within the same IMS subsaipt

Hence, a particular Public User Identity may bewiameously registered from multiple UEs that ufecent Private User
Identities and bound to different contact addresses

D.3 Relationship of IMS Service Profiles to IMPIs/IMPUs

An IMS Service Profile is a collection of serviaedauser related data as defined in 3GPP TS 29R&826]. It is possible
to identify the Public User Identities of a useron linked to the same service profile and hasttaet same service
configuration for each and every service (i.e.dsliPublic User Identities).

The IMS service profile is defined and maintainedhe HSS and its scope is limited to IMS Core NekwSubsystem. A
Public User Identity is registered at a single SSESAIl Public User Identities of an IMS subscriptiare registered at the
same S-CSCF. The service profile is downloaded fitterHSS to the S-CSCF. Only one service profilelmmassociated
with a Public User Identity at the S-CSCF at a gitime. Multiple service profiles may be definedlwe HSS for a
subscription. Each Public User Identity is assedatith one and only one service profile. Eachiserprofile is associated
with one or more Public User Identities.

The relationship for a shared Public User Idetiityr Private User Identities, and the resultingtieinship with service
profiles and IMS subscription, is depicted in Figi-2.
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Public User Service
Identity-1 Profile-1

Private User

IMS
Subscription

Service
Profile-2

Identity-2 —I_
—L Private User

Identity-2
Y Public User J
Identity-3

Identity-1 —|
Public User

Figure D-2: Relationship of the Private User Idently and Public User Identities to Service Profiles

All Service Profiles of a user shall be storedhia same HSS, even if the user has one or morecsRat®ic User Identities.

D.4 Identity Model Options in IMS-IPTV

To use IMS capabilities and allow personalizatibthe IPTV services and blending of IPTV and IM®véees, subscribers
must be assigned IMS public identities as per 3@iiples and TS 23.228. [Ref 15]

Each IMS Public Identity associated with an IMS-VPJubscription represents a user within the housefdis identity is
used when the user “logs on” to the ITF for perdiaed IPTV services using the specific IMPU assijt@them (i.e.,
registers with the IMS network). A user can haveerthan one IMS Public Identity if they so choddew the user is
assigned one or more IMPU(s) is out of scope ofdstedization, but normally this is done by the onwoifethe subscription
(e.g., head of household) in some manner.

Where multiple public identities are associatechwih IMPI, one of these identities serves as aultgfablic identity and is
not associated with a member of the household.

At power-up the default public identity associavgth the IMPI is registered on successful authexittn of the IMPI. Once
the default identity successfully registers in IMI8 service profile associated with the defawgniity is available to all
users within that IPTV subscription so long as tteynot login with their own public identity. Inithcase their personal
profile takes over after they have successfullystegs their public identity in IMS.

The ISIM, or IMS Subscription Identity Module, caitis the collection of parameters that are usedder identification
(IMPUs), user authentication (long-term secret &legred between ISIM and home IMS network) and teaimi
configuration.

One ISIM application will host one IMPI and at lease IMPU.
There can be several ISIMs on one UICC, and theyatso co-exist with other SIMs and USIMs
Multiple options are available for
= the number of IMPIs to be deployed within a houske h
= the number of IMS-IPTV subscriptions,
= how the public identities should be associated tiehIMPIs and the IMS-IPTV subscriptions.
These options depend on a number of factors, imaid

= the deployment scenario,

the level of desired privacy and security withihausehold,

the billing needs for the household,

= the number of devices in the household,

Copyright 2009 © Members of the Open IPTV Forum



Page 131 (140)

= the roaming needs of various members in the holgeho
The following sub- sections describe the main fetwf these options, including the pros and cons,

For the illustration of the options, it is assuntledt members in a household are a mom, a dad sod. &ote that even
though in the following sections the term UICC &d, the ISIM could as well be running in a sofeveontainer.

Option 1: Shared UICC for the entire household
In this option, all household members share a 8ibdCC. There are several sub-options in this optio

Option 1.1: All IMPUs are associated with a single IMPI

This is depicted in Figure D-3 below. In this syttion, all IMPUs are associated with the same IMPthere would be also
a single IMS IPTV subscription for the entire hdusid.

(MPUD Dad

PUD Mom
Gory s >——Cei>~

AMPUD Son

(MPUD Default

Figure D-3: All IMPUs associated with a single IMP

Pros:

= No need to change UICC when a household membesvwanégister. Hence from a usability point of view
this is quite convenient

Cons:

= Any member of the household can use any one dMP&Js at the time of registration, unless applizati
support is provided that allows a particular usdogin to the OITF prior to performing IMS regiation using
a particular IMPU

Given that this option requires means to preveentitly theft, it is more appropriate for a deplamhthat includes an IMS
gateway (IG) that can house such an applicatiortleendUICC, provided that the LAN in the house iswse so that
passwords cannot be stolen while being transfdroead an OITF to the gateway.

Option 1.2: Each IMPU is associated with a DifferenlMPI

This is depicted in Figure D-4 below. In this syttion, each member in the household will have gediht IMPI. A UICC
(or its software equivalent) hosts multiple ISIMpéipations, each one associated with one IMPI.

(P PUD Dad
G Cwpi2) QwPUD Mom
@ @ Son

Figure D-4: 1:1 IMPU -IMPI relationship

Pros:
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= No need to change UICC when a household membesuwanegister.
= |dentity theft is not possible as each user hasdiwidually “unlock” his ISIM application

Cons:

= The UICC will have to incorporate multiple ISIM djgations, one for each IMPI. This is not commoddap as
operators are accustomed to have a single applicati a UICC. UICC vendors will have to supporiameto
allow a user to select the ISIM he wants (pin ukilog or password)

Option 1.3: Hybrid of Options 1.1 & 1.2

This is depicted in Figure D-5 below. This sub-optessentially includes some household membersanhassociated with
one IMPI, while others who are associated withpasate IMPI

CMPIL (QMPUD Dad

@ @ @ Mom
@ Son

Default

Figure D-5: Mixed IMPU -IMPI relationships

If the ISIM application including IMPI2 is selectégen the default public identity will be the omelte registered by default
at power-up. Following that, the son or the mom IB4S register their identities if they want to ede personalized service.
If the ISIM application including IMPI1 is selectetthen the dad’s public identity (IMPU1) will begistered by default.

Option 1.4: Household equipped with multiple OITFs.

If there are multiple OITFs in the house, and tat®a the entire household to share a single UIG6€h the household
requires an IMS gateway (IG) for that purpose. Aoysehold member can access the gateway from Ay O

Option 2: Multiple UICCs in the household with Simgle OITF

In this option, each household member has a sepdta&lC (or its software equivalent). The househokmber can share
the same IMS IPTV subscription or they can haviediht subscriptions.

Son

Figure D-6: Multiple UICCs

Pros:
= Complete privacy (no potential for any sharing)
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= Aligned with today’s usage of UICC (one ISIM apglion per UICC)

= Flexible ISIM swapping between devices since eussr has his own UICC.

Cons:
= Re-usability issues when it comes to device sharirgghousehold since
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Appendix E.  Resource and Admission Control for multicast (informative)

This Appendix gives a more detailed descriptiothef Resource and Admission Control Transport aadetation with
Multicast Delivery Function for an xDSL access netthv It also gives more detailed information flofes multicast service
support and QoS issues.

The solution described in this Appendix is purelgdtional. All the examples refer to xDSL.. The cepts described here,
or similar ones, can be applied to other acce$mt#agies, but these are not described here fosake of brevity.

E.1 Transport and Multicast Delivery Function description

The Network Operator’s Transport and Multicast ey for multicast services support is typicallyngmosed by the
following entities (as shown in the following pic&):

= Transport Access Node (e.g. DSLAM): the access node

= Transport Remote Node (e.g. IP Edge or Feederhehegork element that resides at the boundary miwe
core networks and access networks.

= Aggregation: the network which interconnects thariBport Access Node to the Transport Remote Nbde; t
aggregation network between the Transport AccesieNand the Transport Remote Node could include
intermediate nodes which can be layer 2 or layesised, depending on the Transport Access Node ititipab
A simplified configuration, including just Transpd@ccess Node and Transport Remote Node, is usegfter
for the description of the resource reservatiomades; however, this can be extended to more cexnpl
aggregation network configurations.

Aggregation Network

] Network

Transport
Remote
Node

N multicast
stream

Transport
Access
Node

L Transport and Multicast Delivery _\ Note: N <M

|~.. —‘

Figure E-1: Components of the Transport delivery navork

Note that not every multicast channel is usualgspnt at Transport Access Node (e.g. DSLAM), archtimber of
multicast streams that arrive at the Transport Asd¢ode varies dynamically. Moreover, the netwedources connecting
the Transport Access Node to the Transport RemoteeNAggregation or Metro Network) are limited, andser could try
to request a channel that at the moment is noadyrpresent at the Transport Access Node.

In a Layer 3 aggregation network, during multicgtstnnel selection, the Transport Access Node tatesnGMP messages
sent from the user (IGMP messages relating tadinéent delivery Session) and sends new IGMP or lRBdsages to its
neighbour nodes, the Transport Remote Node.
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In a Layer 2 aggregation network, during multicgdstnnel selection, the Transport Access Node sribepéisMP messages
sent from the user and forwards them upstream tisméie Transport Remote Node.

In the following examples and call flows a layeFtansport Access Node using PIM for multicast siiymgis considered,
but the examples can easily be extended to otlptoylaents.

With the context of this annex, it is assumed thate are no intermediate L2 or L3 nodes betwee tansport Access
node and the Transport Remote Node. This is a Hiogtion that will be removed in subsequent remis of this Annex.

When the ITF wishes to join a multicast channehwdifferent QoS requirements (e.g. zapping fronba&a HD channel)
or if the stream for the new channel requesteatgpresent in the Transport Access Node, in omiguarantee the needed
bandwidth for the channel, an interaction betwéenTrransport and Multicast Delivery Function andgsion Control
entities is needed.

In particular at least 4 cases can be considered:

[1] If the stream of the channel requested by theigsdready received by the Transport Access Nouie tlze
authorized bandwidth in the last mile will not beceeded by the addition of the bandwidth requingthe channel
to be viewed, the Transport Access Node termirta$GMP join request, and streams the channdldaser;

[2] if the stream of the channel requested by theiasdready received by the Transport Access Nodiethe addition
of the bandwidth required by the channel to be e@wxceeds the authorized bandwidth in the lag, rail
interaction between the Transport Access Node airdigsion Control entities is needed, to verify tiatre is
enough bandwidth in the last mile and that it atites its use;

[3] if the stream of the channel requested by the igswot received by the Transport Access Node, hadutithorized
bandwidth in the last mile will not be exceededly addition of bandwidth required by the chanoddé viewed, the
Transport Access Node sends a PIM request to tesport Remote Node to replicate the multicasastr the
Transport Access Node, if enough bandwidth is abe! in the aggregate network. The Transport Achieste in
turn streams the channel to the user

[4] if the stream of the channel requested by theigswot received by the Transport Access Node theaddition of
the bandwidth required by the channel to be view#idexceed the authorized bandwidth in the lademi

* an interaction between the Transport Access NodeAamission Control entities is needed, to sehéfrequired
bandwidth can be made available in the last mile;

If this is possible, then

= The Transport Access Node sends a PIM requesetdrdmsport Remote Node to replicate the multiseieam
to the Transport Access Node, if enough bandwgl#hvailable in the aggregate network. The Transporess
Node in turn streams the channel to the user

Section 5.4.1 describes the Resource and AdmisXioirol (RAC) and Transport Processing Functiomefional entities.

In the examples below, both the Transport AccesseNmd the Transport Remote Node comprise BTF, ROEFA-RACF,
but other deployments are allowed. The A-RACF & Thansport Access Node performs admission cofdrdhe access
segment, while the A-RACF in the Transport Remotelé&performs admission control for the aggregasiegment.

The following section details some of the call flosdated to the 4 cases considered above.
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E.2

A-RACF A-RACF
| |
RCEF RCEF
| |
ITF BTF BTF
Transport Transport
| | Access | | Remote
! ' Node ' ' Node
access aggregation

Figure E-2: Distribution of RAC functions between he various Transport nodes

ITF — Transport and Multicast Delivery call flow

In this section, a detailed information flow is peated, showing the interaction between ITF, Trarisgnd Multicast
Delivery and Admission Control functional entities.

The assumptions behind these scenarios are:

The content to be accessed is not present in @wesport Access Node, but only in the Transport Reriiode,
and the authorized bandwidth in the last mile bdllexceeded by the addition of the channel to beead
(case 4 considered in the previous section);

The channel requested by the user is already reddiy Transport Access Node and the authorizedvdtiu
in the last mile does is exceeded by the addaiahe channel to be viewed ( case 2 considerdgemprevious
section);

Access Control List are pre-provisioned in the Braort Access Node to authorize the user request;

The association between channels (or group of @ghand the bandwidth that they require is presgioned
in the Transport Access Node ;

BTF + RCEF + Admission Control Function are predmsth in Transport Access Node and in the Transport
Remote Node.

There are no intermediate nodes between the Treim&poess Node and Transport Remote Node

Other deployment configurations can be foreseemedisas a more dynamic approach, based on a lgrizktween the
service authorization and the flow authorizatiohe3e cases are not covered in the following fldws can be easily derived

from them.
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E.2.1 Channel requested is not present in the Transport Access Node and the
authorized bandwidth in the last mile will not be exceeded (case 3)

Transport Access Node (e.g. DSLAM) Transport Remote Node (e.g. IP Edge or Feeder)
' IR H
- i :
ITE i BTF 1 RCEF 1 A-RACF1 |} i BTF RCEF 2 A-RACF 2 |1}
! o =
R S I | I !
1. IGMP JOIN
—’

2. Trigger ACL check
3. Request for HD channel
while in SD

4. Request for CAC

'—’
5. Request for CAC
—’

6. Adm Ctl

7. Policies Installation
————

8. Policies

ISZ. OK

10. PIM JOIN

B

L Request for Policies
—_—————

12. Request for Policies
—

13. CAC &
create policies

14. Policies Installation

15. Policies
enforced
16. OK
———

17. Flow replication towards the Transport Access Node

18. Flow replication towards the user

Figure E-3: Call flow for case 3

The description of the steps is the following

1. The ITF requests an HD channel via IGMP Join

2. The IGMP message triggers the BTF in the Trarngpacess to authorize the request with the RCHiere the
pre-provisioned ACL are stored

3. Since the requested channel requires more bdtttthian the channel currently authorized, call iadimn control
(CAC) is needed (

4, The BTF requests CAC towards the RCEF
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5. The RCEF builds an admission control requestsamdis it to the A-RACF to obtain the authorizagion the
network resources (previous service authorizatweas made by IMS session)

6. The A-RACF in the Transport Access Node perfoamimission control on the access network and dethve
traffic policies to be installed in the RCEF

7. The A-RACF sends the traffic policies to the RRCE
8. The RCEF enforces the traffic policies.
9. The RCEF answers positively to the BTF request

10. The BTF in the Transport Access Node sendd/jéth to the BTF in the Transport Remote Nodehéoadded
to the multicast tree (PIM protocol is used to dailshared multicast distribution tree)

11. The BTF requests the needed policies from BER
12. The RCEF forwards the request to the A-RACF

13. The A-RACF in the Transport Remote Node buitasrequired traffic policies to be installed iR tRCEF. It is
assumed as well that there is enough bandwidthmeimgigregate network to send the stream to thesfoan
Access Node (14) The A-RACF sends the traffic pedico the RCEF

15. The RCEF enforces the traffic policies
16. The RCEF answers positively to the BTF request
17. The BTF in the Transport Remote Node startepticate the flow towards the Transport AccesséNod

18. The BTF in the Transport Access Node replictitedlow towards the User

E.2.2 Channel requested is present in the Transport Access Node and the

authorized bandwidth in the last mile will be exceeded (case 2)

In this scenario the channel requested by theissdready received by Transport Access Node; taasport Access Node
terminates the IGMP, verifies that there is enobighdwidth in the last mile, and streams the chatuttle user.

Steps 1 to 9 and step 18 from the figure for caiseséction E.2.1 applies.

E.3 Linear TV and CoD unified view for reservation on Access
segment

In this section, an example of information flowpi®vided to illustrate how an unified Linear TV a@dD Admission
Control works with the architectural solution délsed in this Appendix.

The examples have the following assumptions:
= Linear TV and CoD service share the same transpsource in the last mile segment
= Linear TV and CoD service have different transpesburces in the Aggregation segment

= The Linear TV channel requested by the user isdireeceived by Transport Access Node (thus Adomissi
Control for resources does not need to be perfoiméte aggregation segment) but the bandwidtherlast
mile doesn’t match the one needed by the chanris toewed The following functional elements areolved
(see Figure below):

= A-RACF 1is an A-RACF deployed in the Transport Ass Node.. A-RACF 1 performs Admission Control for

the last mile segment for Linear TV only.

= RCEF 1 is deployed in the Transport Access Node
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= BTF 1 is deployed in the Transport Access Node
= RCEF 2 is deployed in the Transport Remote Node
= BTF 2 is deployed in the Transport Remote Node

= A-RACF 0 is an A-RACF performing Admission Contfot CoD in the Aggregation Segment and in the last
mile segment. It is further handling Admission Qohfor Linear TV in the last mile segment through
delegating an Admission Control budget to A-RACRAIRACEF 0 is hence aware of resource reservations i
both the Aggregation and last mile segments.

ASM (Authentication and
Session Management)

| SPDF |
i | |
| Admission A-RACE 0O !
| Control/ = !
. |A-RACF_1 |
e 1 ______________________________________ i
RCEF 1 RCEF 2
| |
ITF BTF_1 BTF_2
Transport Transport
| | Access ;  Remote
! ' Node ! Node
access aggregation

Figure E-4: Functions needed for a unified treatmenof resource and admission control across accessdaggregation
networks

The Information flow for delivering both Linear Tdéhd CoD comprises 3 phases:

1. Linear TV Session Initiation
2. CoD Session request and delivery

3. Linear TV delivery

Copyright 2009 © Members of the Open IPTV Forum



Page 140 (140)

E.3.1 Linear TV Session Initiation
In this phase, after receiving the user requesadanission control budget is installed in A-RACHol Linear TV.

] i
] i
| i
]
OITF Il BTF_1 RCEF_1 A-RACF 1} BTF 2 RCEF_2 || A-RACFO|| SPDF ASM
] i
[} i

1. Linear TV Session Initiation Request (Gm — SIP INVITE)

>
;. Reservation Request

(Gg' — DIAMETER AAR)

i. Reservation Request

(Rg — DIAMETER AAR)

4. Linear TV Admission
Control Delegation

‘5. Bulk Offering Request (Rr — DIAMETER AAR)

6. Install Linear TV
Admission Budget

7. Bulk Offering Answer (Rr — DIAMETER AAA)
" | 8. Reservation Answer
_—

(Rg — DIAMETER AAA)
9. Reservation Answer
—p

(G’ — DIAMETER AAA)

10. Linear TV Session Initiation Answer (Gm — SIP 200 OK)

Figure E-5: Admission control for Linear TV

1. The user requests access to Linear TV

2-3. Reservation request

4-7. A-RACF_0 installs a bandwidth budget in A-RAQF
8-9. Reservation answers

10.  Answer to the user request

E.3.2 CoD Session request and delivery

In this phase, a CoD request is received and A-RACGHoes not have sufficient resources to fulfil tbguest in the last mile
segment. It asks the A-RACF_1 for the needed ressuwhich can be done by reducing its Linear TVgetighrovided that
the bandwidth currently consumed by linear TV ibtethe admission control budget.
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i
[}
| '
OITF BTF_1 RCEF_1 A-RACF 10l BTF 2 RCEF_2 || A-RACF_O|| SPDF ASM
= !
i

1. VoD Session Initiation Request (Gm — SIP INVITE)

>
;. Reservation Request

(Gg' — DIAMETER AAR)

Ii Reservation Request

(Rq — DIAMETER AAR)

4. VoD Admission
Control On Access and
Aggregation — More
Resources Needed

‘5. Bulk Reduce Request (Rr — DIAMETER AAR)

6. Reduce VoD
Admission Budget

7. Bulk Reduce Answer (Rr — DIAMETER AﬁA)

ﬁ. Policies Installation

(Re — DIAMETER AAR)

9. Policies
Enforcement

10. Answer

—
o _ (Re — DIAMETER AAA)
‘11. Policies Installation (Re — DIAMETER AAR) ) ’

12. Policies
Enforcement

13. Answer (Re — DIAMETER AAA)

>

14. Reservation Answer
—

(Rg — DIAMETER AAA)
15. Reservation Answer
—_—

(G’ — DIAMETER AAA)

&6. VoD Session Initiation Answer (Gm — SIP 200 OK)

Figure E-6: Resource and admission control for VoD
1. The user requests access to CoD. A session jupst is propagated in the control plane.
2-3. A Reservation Request is sent to the A-RACF_0

4-7. A-RACF_0 requests the needed bandwidth froRACF_1. These steps are optional and depend on the
capabilities of the A-RACF_0.

8-13. Policies related to the new linear TV budged the unicast flow are installed, as appropriatthe RCEFs
14-15. Reservation answers

16. Answer to user request
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E.3.3 Linear TV delivery

In this phase the user accesses Linear TV andttrieigw a channel that requests a higher bandwAHRACF _1 has
finished its Linear TV budget and asks for an iaseeto A-RACF_O.

1 i ]
]
i ! :
OITF ! BTF_1 RCEF_1 A-RACF_1 i BTF_2 RCEF_2 || A-RACF_0 SPDF ASM
i ' [
[} I ]
[} ) ]

1. Linear TV Request

(IGMP JOIN)

2. Trigger
ACL Check

3. Request for HD
Channel while in SD

4. Request for CAC
—
5. Request for CAC
—

6. More resources
needed

7. Bulk Increase Request (Rr — DIAMETER#AR)

8. Linear TV Admission
Control Delegation

9. Bulk Increase Answer (Rr — DIAMETER AAA)

<

10. Derivation of
traffic policies

11. Policies Installation
s

12. Policies
Enforcement

13. Answer
R
Figure E-7: Resource and admission control for liner TV with higher bandwidth requirement
1. User requests channel via IGMP
2. The IGMP message triggers the check of the AcCALtthorize the request

3. Since the requested channel requires more bdtidthian the channel currently accessed, CAC idatbécall
admission control)

4-5. CAC Request
6-9. Bandwidth not sufficient: request to A-RACH0D bandwidth increase
10-12. Installation of Policies.

13.  Answer and Linear TV flow delivery
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Appendix F.  Change History (Informative)
Date Version Change
2008-01-15 1.1 Approved
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