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1. Scope

(Informative)

The Open IPTV Forum has developed an end-to-endignlto allow any consumer end-device, compliarthe Open
IPTV Forum specifications, to access enriched adgnalized IPTV services either in a managedrmmamanaged

network.

To that end, the Open IPTV Forum focuses on stalimlag the user-to-network interface (UNI) both fomanaged and a
non-managed network, as depicted in Figure 1-1.

Open IPTV Forum Scope

Open IPTV
common UNI

.
. é
-H

PC

Mobile =)
Device

* The Forum shall
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managed network
environment

* This diagram also assumes multiple Managed Networks
and multiple Service Platform Providers via Open Internet
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"L * Authentication,( billing, etc)

CPI (Content Provider Interface)

Figure 1-1 Open IPTV Forum scope

Throughout this document, the terms “Open Interaet] “Unmanaged Network” are used interchangeablsefer to the
ability to access any Service Provider using ange&s Network Provider without any quality of seeviuiarantees.
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3.
3.1

Terminology and Conventions

(Normative)

Conventions

All sections and appendixes, except “Scope” anttdbiuction”, are normative, unless they are exgijiéghdicated to be

informative.
3.2 Definitions
Term Definition

Access Network

The network infrastructure used to deliver IPTWszas to the Consumer.

The Access Network infrastructure (which may ineldlde Internet) is used for the delivery of theteah
and may include quality of service management suenthat appropriate network resources are avaiilz
for the delivery of the content.

ab

Application

Collection of assets and logic that together prexadservice to the User. Assets and logic mayeesid
either in an application Server or in the ITF ottho

Audience Research

A system to collect audience data, under the exglimsent of the user. This system can be managed
the IPTV Service Platform Provider, which colleatgdience data across networks, platforms, differen
types of services and service providers.

Audience Research Data

Data on IPTV audience viewing metrics i.e., theadgtarameters and procedures that quantitativedy a
qualitatively measure the consumed content (eledided content, CoD, PVR content), access and
navigation (e.g. Content Guide, subtitling), int#ize applications (e.g. games, rating).

Consumer domain

The domain where the IPTV services are consumeazhnSumer domain can consist of a single termin
or a network of terminals and related devices éovise consumption.

Consumer Network

The local area network in which the IPTV TerminahEtion is located. Consumer Networks include
residential networks, hot spots, hotel networks etc

Consumer(s)

See End User(s).

Content

An instance of audio, video, audio-video informatior data.

Content Guide

An on-screen guide to Scheduled Content and ConteBtemand, allowing a User to navigate, select,
and discover content by time, title, channel, geete

Content on Demand
(CoD)

A Content on Demand service is a service whereeaaan select the individual content items he er sh
wants to watch out of the list of available cont&@wnsumption of the content is started on usaresiy

Content Protection

Means to protect content from unauthorized usagke as re-distribution, recording, playback, duglaa
etc

Content Provider

Entity that provides Content and associated usgbésrto the IPTV Service Provider.

End User(s)

The individual(s) (e.g., members of the same famillgo actually use the IPTV Services.

Internet

The Internet is the worldwide, publicly accessibétwork of interconnected computer networks that
transmit data by packet switching using the stahdtsternet Protocol (IP).

ITF Remote Control
Function

Function that allows the control of an ITF from abiie or portable device.

IPTV Service Provider

Entity that offers IPTV Services and which has atractual relationship with the Subscriber.

IPTV Solution

The specifications published by the Open IPTV Farum

IPTV Terminal Function
(ITF)

The functionality within the Consumer Network tietesponsible for terminating the media and cdntr
for an IPTV Service.

D

IPTV User Profile

Information (e.g., viewing preferences) associatéh a specific User who is a part of a subscriptio

Local Storage

Content storage within the administrative realnthef IPTV Service Provider, but not in their physica
environment (for example, local storage could Iparition of storage located in the residentialvoek
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and allocated to the IPTV Service Provider to madl CoD).

Locally-controlled Local
Personal Video Recorder
(ULPVR)

Provision of PVR functionality whereby the contenstored in the consumer domain. No Service
Provider intervention or permission is involvedégord content apart from content protection. Tis
referred to in TISPAN as “Local PVR (IPVR).”

Service Provider-
controlled Local
Personal Video Recorder
(sLPVR)

Provision of PVR functionality whereby the contenstored in the consumer domain but the content i
recorded under Service Provider control. Thigfenred to in TISPAN as “Client PVR (cPVR).”

D

Network Personal Video
Recorder (nPVR)

Provision of PVR functionality whereby the contenstored in the IPTV Service Provider domain. The
nPVR allows a user to schedule recording of scleebobntent programs. The user can later select the
content they want to watch from the recorded cdnten

Pay-per-View

The user is charged per selected and/or consunmentatem. Can apply to both CoD and Scheduled
Content Service.

Personalised Channel
(PCh)

A particular list of programs that is scheduledtioa basis of the user’s preferences, viewing haloits
service provider recommendations, where each pnoggaelected from the Content Guide, e.g. BC
services, CoD content. An overlap or break may obetween the programs in a Personalised Chann
content guide.

D

Portal A function of a Service Platform that provides atrg point to individual IPTV Services to Users wa
GUI.
Program A segment of Scheduled Content with a defined beggand end.

Program Guide

See Content Guide.

Push CoD

A type of Content on Demand where the contentéslpaded to the ITF local storage by the IPTV
Service Provider. The user has no direct controVlwdit content is downloaded; however the IPTV Ser
Provider may make the choice based on user prefeseand habits. Content is available for direct
consumption after the user selection is confirmed.

Residential Network

Residential consumer network.

Scheduled Content

An IPTV service where the playout schedule is fikgdan entity other than the User. The content is
delivered to the user for immediate consumption.

Service

Content and applications provided by Service PiatfBroviders and IPTV Service Providers.

Service Access
Protection

Means to protect IPTV Services from unauthorizeabegaccess, such as
- Access from unauthorized users
- DOS attack

Service Platform
Provider

Entity which, based on a contractual relationshigihn WP TV Service Providers, provides the supporting
functions for the delivery of IPTV Services, sushcharging, access control and other functions hvaie
not part of the IPTV Service, but required for mging its delivery.

Service Protection

Means to protect contents (files or streams) dutsdelivery.

Session Portability

Ability of a given service/application to be swigthfrom one device to another for a continuatioa of
session in real time.

Subscriber

The individual that makes the contract (subscriptisith a Service Provider for the consumption of
certain services.

Subscription Profile

Information associated with a subscription.

Trick Mode Facility to allow the User to control the playbawfkContent, such as pause, fast and slow playback,
reverse playback, instant access, replay, forwaddraverse skipping.
User(s) See End User(s).

3.3

Abbreviations

‘ Abbreviation

| Definition
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ADSL Asymmetric Digital Subscriber Line

AG Application Gateway

AKA Authentication and Key Agreement

AP Access Point and Authentication Proxy
API Application Programming Interface
A-RACF Access Resource Admission Control Function
AS Application Server

ASM Authentication and Session Management
AV Authentication Vector

ANV Audio and Video

BCG Broadband Content Guide defined by DVB
BTF Basic Transport Function

CAC Connectivity Admission Control

CAS Conditional Access System

cC Cluster Controller

CD Content Delivery

CDC Connected Device Configuration

CDF Content Delivery Function

CDN Content Delivery Network

CDNC CDN Controller

CE Consumer Equipment

CG Content Guide

CK Ciphering Key

CoD Content on Demand

CPE Customer Premise Equipment

CPI Content Provider Interface

CSP Content and Service Protection

CSPG Content and Service Protection Gateway
DAE Declarative Application Environment
DLNA Digital Living Network Alliance

DLNA DMS DLNA Digital Media Server

DLNA DMP DLNA Digital Media Player

DOS Denial of Service

DRM Digital Rights Management

DSCP DIFFServ Code Point

DTCP-IP Digital Transmission Content Protection over IngtrArotocol
DTT Digital Terrestrial Television

DVB-IP Digital Video Broadcasting Internet Protocol
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ECMA European Computer Manufacturers Association, ECKt&rhational - European association for
standardizing information and communication systems

EIT Event Information Table

EPG Electronic Program Guide

FE Functional Entity

GBA Generic Bootstrapping Architecture

GENA General Event Notification Architecture

GPON Gigabit Ethernet Passive Optical Network

GUI Graphical User Interface

HD High Definition

HDMI High Definition Multimedia Interface

HLA High Level Architecture

HN Home Network

HSS Home Subscriber Server

HTTP Hypertext Transfer Protocol

1Al Internet Access Interface

IG IMS Gateway

IGMP Internet Group Management Protocol

IMPI IMS Private User Identity

IMPU IMS Public User identity

IMS IP Multimedia Subsystem

IP Internet Protocol

IPTV Internet Protocol Television

IRCF ITF Remote Control Function

ISIM IMS Subscriber Identity Module

ISP Internet Service Provider

ITF IPTV Terminal Function

M/C-U/C Multicast to Unicast

LAN Local Area Network

MAC Message Authentication Code

MCDF Multicast Content Delivery Function

MDTF Multicast Data Terminating Function

MSRP Message Session Relay Protocol

NAT Network Address Translation

nPVR Network Personal Video Recorder

OIPF Open IPTV Forum

OMA Open Mobile Alliance

OITF Open IPTV Terminal Function

PAE Procedural Application Environment
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P2P Peer-to-Peer

PC Personal Computer

PCh Personalized Channel

PIM Protocol Independent Multicast

PLMN Public Land Mobile Network

POTS Telephone Service

PPV Pay-Per-View

QoS Quality of Service

RA Remote Access

RAC Resource and Admission Control
RAND Random Challenge

RCEF Resource Control Enforcement Function
RTP Real Time Protocol

RTCP Real Time Control Protocol

RTSP Real Time Streaming Protocol

RMS Remote Management System

RUI Remote User Interface

SAA Service Access Authentication

SAML Security Assertion Markup Language
SCART Syndicat des Constructeurs d'Appareils Radioréoeptet Téléviseurs
S-CSCF Serving Call Session Control Function
SD Standard Definition

SD&S DVB Service Discovery and Selection
SDP Session Description Protocol

SLA Service Level Agreement

SIM Subscriber Identity Module

SIP Session Initiation Protocol

SMPP Short Message Peer-to-Peer

SMS Short Message Service

SP Service Provider

SPI Service Provider Interface

SPDF Service-based Policy Decision Function
SPP Service Platform Provider

SSO Single Sign-on

STB Set Top Box

TBD To Be Determined

TCI Transport and Control Interface

TCP/IP Transmission Control Protocol/Internet Protocol
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UE User Entity

ul User Interface

uiCcC Universal Integrated Circuit Card
UNI User Network Interface

URI Uniform Resource Identifier

URL Uniform Resource Locator

USIM Universal Subscriber Identity Module
VoD Video on Demand

xDSL Any DSL

WLAN Wireless LAN

WG WAN Gateway

WAN Wide Area Network

XML eXtensible Markup Language
XHTML eXtensible Hypertext Markup Language
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4, Introduction (Informative)
4.1 IPTV Domains

The Open IPTV Forum recognizes the fact that theeevarious domains within the end-to-end IPTV gathain that have
different administrative control or ownership. Thtie Open IPTV Forum architecture supports theterce of multiple
entities with different regions of administrativentrol and ownership interests.

Ownership and administrative control are impactgd ariety of factors including the prevailing vagfory regimes,
competitive commercial environments, and the consiakstrategies of the entities involved. Ownepsdmd administrative
control may be considered arbitrary boundariesiwitlertain deployments.

The following domain framework although typical,edonot prevent all or some of these domains fromghender a single
administrative ownership and control.

The architecture recognizes the following domains:

1. Consumer Domain:the domain where the IPTV services are consumeashnSumer domain can consist of a single
terminal or a network of terminals and related desifor service consumption. The device may atsa imobile end device;
in this case, the delivery system of a network mrewis a wireless network. This domain is withue tscope for the Open
IPTV Forum specifications.

2. Network Provider Domain: the domain connecting customers to platform andceproviders. The delivery system is
typically composed of access networks and coreaoklione networks, using a variety of network tetbgies. The delivery
network is transparent to the IPTV content, althotlgere may be timing and packet loss issues netdgalPTV content
streamed on IP. This domain is within the scopiefOpen IPTV Forum specifications.

3. Platform Provider Domain: the domain providing common services (e.g., ustreaication, charging etc.) to IPTV
Service Providers. Different types of service carptovided to a subscriber including IPTV servigesonalized
communication services, etc. This domain is withie scope for the Open IPTV Forum specifications.

4. IPTV Service Provider Domain:the domain providing IPTV services to the ConsuBb@main. In the context of
television services on IP, the IPTV Service Prov@eguires/licenses content from Content Provideds packages this into
a service. In this sense the IPTV Service Proviglaot transparent to the application and contaiorination flow. This
domain is within the scope of the Open IPTV Foryacification

5. Content Provider Domain: the domain that owns or is licensed to sell conberontent assets. Although the Service
Provider is the primary source for the Consumer Bioma direct logical information flow may be sgthetween Content
Provider and consumer device e.g. for rights mamage and protection. This domain is within the scopthe Open IPTV
Forum specifications, primarily for the aspect ofjaisition of content by the service provider. Sfieations related to the
content development processes of the content peoaict NOT considered in scope at this time.

4.2 The IPTV Value Chain

The Open IPTV Forum was established with the intersppecify common and open architectures for siimppla variety of
internet multimedia and IPTV services to retaildthsonsumer equipment. The two main servicesSamieeduled Content
services (the IP equivalent to conventional broad€®) and content on-demand content services. Bbthose services
follow the content value chain shown in Figure 4-1.
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Production Firms Content aggregators IPTV Service Providers Consumer Electronics firms
A J A J
Content Content Content Content
Production Aggregation Delivery Reconstitutio
7y 7y End User

’ ’ ‘ -

\
} |

|
i (] , Technical !
} II‘ —provides—| Value }

|
| |
| |
‘ |
‘ |
\

Technical Role

TV Production Linear TV Station Satellite/Terrestrial/IP Networks
Figure 4-1: Content Value Chain
The content value chain is composed of the follgwisles to provide Scheduled Content and CoD sesvic
» Content Production: producing and editing the dataatent (movies, drama series, sports eventss meports etc.)
» Content Aggregation: bundling content into catabffgrs and bouquets, ready for delivery
» Content Delivery: transporting the aggregated austt the consumer
* Content Reconstitution: converting the content enformat suitable for rendering on the end-usercge

Each role in the value chain has historically bleeand to a type of stakeholder or technical rolnt€nt Production, for
example, is linked to production firms and to theduction teams of TV stations.

IPTV technology introduces a set of technical migdifons to the content chain that mainly encompassntent
aggregation, delivery and reconstitution. The OV Forum aims at specifying the technology theltveérs those three
elements in the technical chain. The aforementi@petifications can be distinguished in two mairegaries:

 The Managed Model concerns access to and delivery of content sesvdelivered over an end-to-end managed
network.

» The Unmanaged Model concerns access to and delivery of content seswuielivered over an unmanaged network
(e.g., the Internet) without any quality of servgaearantees.

4.2.1 The Managed Model

The managed model deals with content servicesatelivover an end-to-end managed network. The esrccas access
content that is made available by the operator.dgezator plays the “Content Aggregation” and “GmitDelivery” roles:

« Content Provider: provides content and associated metadata tolheda via the managed operator network. It
provides the bundled content to the IPTV serviaigler through the Content Provider Interface (CRIxontent
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provider normally retains the rights to the audsondl content (movies, documentaries, TV programt.). It can
be a production company, or a distributor/vendor.

« IPTV Service Provider: is a content aggregator that prepares the coptermtded by the content provider for
delivery by providing additional metadata, contentryption, advertising etc. The Service Proviaeeiface (SPI)
links the IPTV Service Provider to the Service flah Provider.

» Service Platform Provider. provides the means to control the access toghece prior to delivery to the end user.
The Service Platform Provider (SPP) might offeetacs enablers to enrich the IPTV services, sucdhaaslling
charging information generation. The Transport @odtrol Interface (TCI) links the Service PlatfoRmovider to
the Network Provider

» Network Provider: provides transport resources for delivery ohaudzed content to the consumer domain. It also
provides the communications between the consunmaattoand the Service Platform Provider. The User to
Network Interface (UNI) links the Network Providerthe consumer domain.

In a typical Managed model, a stakeholder, such Bslecom Operator, plays the IPTV Service Proyi8ervice Platform
Provider and Network Provider roles, so that highlify services can be guaranteed to the end user.

Content Content Content Content
Production Aggregation Delivery Reconstitutio

Open IPTV Forum Scope

CP——p SPl—» TCH——>» UNI—Pﬂ
[
\

\
\
N

/
<_ IPTV Service  Service Platform Provider ~ Network Provider ~ End User 4

~

~~Provider e

TV Production o \\\\(\)\;{erator Managed Netwcark///,/
F77777777777777777777777777777777777777777777777‘
i |
CPI | [ ) [ ) ;
| |
} CPI: Content Provider Interface content transfer interfacejm-| }
I SPI: Service Platform Interface }
} TCI: Transport and Control Interface }
Production Firms i UNI: User to Network Interface Technical Role Technical Role|
o ’

End User content production

Figure 4-2: Managed Model technical roles and cont# transfer interfaces
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4.2.2 Unmanaged Model

The Unmanaged Model has the same set of techwies as that of the managed model (See Figure Hu8}he roles are
typically played by different stakeholders. Notattproviding services of equivalent quality to taadfered by the managed
model cannot be easily guaranteed owing to ther@méack of quality of service guarantees in Ingrdelivery.

In an Unmanaged Model the relationship betweerStrgice Platform Provider and the Network Providarot necessarily
defined. The role of the Service Platform Provideuld be played by an Internet portal.

The Internet Access Interface (IAl) in the Unmarthyeodel replaces the TCI in the managed model.

Content Content Content Content
Production Aggregation Delivery Reconstitutio

Open IPTV Forum Scope

IPTV Service Service Platform Provider ~ Network Provider End User

Provider Open Model
TV Production

PI: Service Platform Interface

IAl: Internet Access Interface

|
|
|
|
|
| .
| CPI: Content Provider Interface Content transfer interfacel-
1S
Production Firms }
|
|

CPI UNI: User to Network Interface tochnical Role Technical Role

O o e e TR |

End User content production

Figure 4-3: Unmanaged Model technical roles and ceoent transfer interfaces
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5. High Level Architecture

This section describes the high level architectoréPTV delivered over both managed and unmanagédorks. To the
extent possible, the architecture will be commohdth cases. Where this is not the case, the diftars will be explicitly
highlighted.

The next generation IPTV network must enable sesstbat are distinctly superior to those offereatinyent IPTV systems.
This includes end-user experience, both in termssef friendliness, as well as personalizationyelsas advanced services
that adapt to individual usage and lifestyle. Hemgpropriate technologies must be deployed iexldle architecture that
can accommodate new trends and services in a tifiasijon.

The high level architecture, described in thisisectollows a top down approach.

51 Reference Points Identification

Figure 5-1 shows the UNI interface between the Gores Domain and the Network Provider, the Servie¢fém Provider
and the IPTV Service Provider (collectively call&tovider(s) Network”) domains, which is one aréat@mndardization
within this specification. Additional interfacestime network provider domain are also describetlimarchitecture. Future
releases of this architecture will provide addiibmaterial on interfaces to the content providet ather domains.

The UNI interface is expressed as several subfautes, each of which map to the various functiemities required to
provide the necessary support for the end-to-em¥ Ifervice. Reference points are assigned to ebittese sub-interfaces.
The notation used to identify the sub-interfacethefUNI, as well as a detailed description foitlal reference points, is
described later.

Consumer Domain Provider(g Network
User Profile UNIP-1.UNIP-2
Management | i

~ UNIS15,UNIS-19,UNIS8

Service Discovery[ i

UNIS-7 .
Metadata ¢ ¥
, UNIS-8, UNIS-Q
Security N >
Content | UNIS-CSP-T, UNIS-CSP-G___|
Protection
SessionMgmnt UNIS-8
(managedn fw) N -
Service Access |, UNIS-14 .
AuthN. (unmanaged
UNIS-B
DAE * >
) UNIS-12 |
PAE ¢ >
Device . UNLRMS N
Management

Transport Contr0| " UNIT-16, UNIT-17, UNIT-18, N

and Delivery UNIS-11, UNIS-13, UNIT-19

Figure 5-1: Mapping Functional Entities to UNI Refeence Points
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This mapping is useful to verify compliance of Hrehitecture against the requirements and to betatdocument the
various functionality supported by the various sutlerfaces in order to fulfil the desired features.

5.2 The Provider(s) Network Architecture

Figure 5-2 depicts the High Level Architecture (HLfar the Network Provider, the Service PlatfornoWder and the IPTV
Service Provider domains, both for the manageduamdanaged network models.
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Figure 5-2: High Level Architecture for managed andunmanaged networks



The following sections describe the functional etats and reference points depicted in Figure 5-2.

5.2.1

Network Provider Functional Entities

The following is a brief description of the funatil entities depicted in Figure 5-2:

Service Access AuthenticationThis functional entity is responsible for servieeass protection and
authentication of users. The user is identified amthenticated by means of some pre-establishekatials
(such as user name and password or GBA authepti¢ati

Authentication and Session Management (Managed Nebsk Model only): This functional entity is
responsible for the authentication of the usest@wice access protection, as well as session reareag for
the purpose of coordinating and managing (servicessibility) users’ activities and for chargingposes. To
this end, the session management ensures that eegsest for a service is routed to the approgriat
Application Server. This entity has access to thiesSription Profile.

Authentication Proxy (Managed Network Model only): This functional entity establishes a secure

communications channel between a network providertsirity domain and the ITF. The AuthenticatiooxXyr
terminates all signaling and control traffic destirto functions within the control of the netwomnowider, and
eliminates the need for separate security assonstith individual network elements hosting thisetions.

GBA Single Sign-on:This functional entity allows Single Sign-on basedthe Generic Bootstrapping
Architecture. It is used in managed networks, laut @lso be used in unmanaged networks when a UHGEeb
IMS authentication is available in the home network

IPTV Service Provider Discovery provides information necessary for the ITF to SelB@V Service
Providers, in both the managed and unmanaged models

IPTV Service Discovery:provides information about IPTV services offergdaln IPTV service provider, in
both the managed and unmanaged models

IPTV Control: This is the main control point for the IPTV sodurti It controls the delivery of IPTV services to
authorized users. In that regard, it inter-workthwie Authentication and Session Management fanati

entity, which routes incoming/outgoing requestsrfrthe IPTV Control to the appropriate destinatidrhis

entity has access to the IPTV User and Subscriftiofiles. The IPTV Control generates chargingtezla
information.

IPTV Metadata Control: This functional entity performs aggregation of thetadata coming from content
providers or third party sources. The IPTV Metadapatrol offers basic metadata related to senscesd as
service description, the whole program guide, tletelated to each event (e.g. description of ilhg fctors,
etc.), program listings and their schedule, peréoeth Content Guide (CG). This functional entityabfes the
user to search, discover and initiate immediatevivig or scheduled viewing of future programs armfest
content.

IPTV Applications: These include IPTV related services or applicatbgic such as CoD, Push CoD, Content
Download, Network PVR, and Messaging as well as \Weth/pull service. The function provides end users
with IPTV applications using the Declarative Appliion Environment (DAE). The function provides Web
Server functionality to allow an authorized useatocess some IPTV services (e.g., to remotely stbed
recording on a PVR by using a non-OITF enabledaewihich has a browser.).

Provider Specific Applications: This function interacts with the Application Gatewa the consumer domain
in order to download generic applications. Provisigcific applications run on the AG execution emvinent.
The download can be via push or pull mechaniskh®. IPTV, this function can provide end users with
provider-specific applications that run in the Rrdgral Application Environment (PAE) which can narate
media streams and the Content Guide.

Person-to-Person Communication Enablers (Managed N&ork Model only): These include interface to
various communication services, such as preseheg, messaging, caller ID notification, etc., fendgce
blending with IPTV related services.

IPTV Service Profile: This functional entity holds the IPTV User Profiteat is associated with the user’s
IPTV subscription with an IPTV Service Provider.eTBPTV User Profile is consulted by the IPTV Seevic
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Provider when the user requests an IPTV servidee IPTV User Profile can be updated by the IPTWiser
Provider as well as by an authorized end-usetlaivad by the IPTV Service Provider.

« User DatabaseThe central database of Subscription profiles,agad by the Service Platform Provider. The
nature of this may vary between managed and unmedmagtems, and would typically includes dataighabt
IPTV service specific such as authentication infation, communication related information, etc.

e The Content Delivery Network (CDN): This is a fundamental functionality in an IPTV CebBlution, since it
allows the optimization of the network use throwagttistribution of the media servers in the physieivork,
and the optimization of the storage resources titr@popularity-based distribution of the contamttee media
servers. This results in having popular contentsinay distributed on media servers at the edga@hetwork
(as close as possible to the customer) while lepslpr content are distributed on a reduced nuroberedia
servers. The Content Delivery Network containsehingelligent sub functions:

«  Content Delivery Network Controller (CDNC): This functional entity performs clusteselection in
the CDN, based on the request issued by the IPTAtrGidunctional entity. Many instances of a CDN
controller may coexist in the same CDN. They magriact for the purpose of selecting the right
cluster.

« Cluster Controller (CC): This functional entity manages a set of Contentv@ey Functions (a
cluster of CDFs).

e Itterminates IPTV service session setup

e It handles content delivery session setup

« It proxies all message exchanges between CDFshand E.

« It maintains the state of the media servers (Cardetivery Functions)

« Content Delivery Function (CDF): This functionatignis responsible for media processing, delivery
and distribution, under the control of the Clustentroller.

*  Multicast Content Delivery Function: This entity is responsible for delivery of contantd generic data to the
OITF by means of multicast, using multicast streams the multicast data channel respectively. éncttntent
streaming case, this is the so-called head eritieldata case it is the source of the multicast daannel.

* Network Attachment: This functional entity includes the functions agated with provisioning of IP
addresses, network level user authentication aoesametwork configuration. For the unmanaged mdiis|
function is provided by the user’s access netwadvider.

e Transport Processing Function:This functional entity includes the functions neédo support real-time
multicast and unicast streams, optimizing netwar&ge in the physical network, and enforcing relataidic
policies coming from Resource and Admission Control

« Resource and Admission Control (Managed Network Moel only): In a managed network, Resource and
Admission Control provides policy control and resmureservation for the required transport res@yrice
both unicast and multicast delivery. In this capadi interacts with the authentication and sessimnagement
functional entity and the Transport processing fiamc

e Charging: This functional entity includes the charging metbkms at the platform level available to all the
IPTV Service Providers, for all the users managethb Service Platform Provider. The charging gstesn
collects network and platform related events tlaat loe later used for billing and statistical anialysirposes.
The IPTV service providers are free to build thwim billing systems that could be based on comniamging
but also be completely independent (e.g. basetl@@EP and CAS). The IPTV service provider's kglin
mechanisms are out of the scope of this specifinati

! The term Cluster corresponds to a logical assodiaif one or more "Content Delivery Functions" aihshare some
resources (such as location, storage capacity etc.)
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CSP-T Server:This functional entity handles service protectiod @ontent protection for the CSP-T client in
the OITF. It is used to enable the key managemecgssary to implement service protection and conten
protection.

CSP-G Server:This functional entity handles service protectémm content protection for the Content and

Service Protection Gateway (CSPG) in the resideméavork. The solution for service and contentteetion is
specific to the IPTV service provider. Thereforetwork reference points are not specified by thic#ication
and interfaces are defined by the IPTV Service idmv

Remote Managementin a managed network, this entity provides theeseside functionalities to remotely
manage the residential network devices, for botivipioning and assurance purposes: the functiomgged
relates to configuration management (including ¥irame upgrade), fault management (including
troubleshooting and diagnostics), and performangsitoring.

Content and Service Key Management FunctionEntity responsible for storing and providing Seeyi
Program, Content Keys and ECM attached informatfidis function may be physically co-located withet
functions, (e.g. the Content Delivery Network Cofiar for Content on Demand services.) This ertidg been
identified to illustrate informatively the sepamtibetween content encryption, which is part ofteon
preparation, and content delivery.

Content on Demand Encryption Management FunctionBack office Content on Demand function in charge
of launching Content on Demand encryption usingatént Key. This entity has been identified tosthate
informatively the separation between content ertayp which is part of content preparation, andteah
delivery.

Notification Services:This is the server that generates notificationsfai-users in a form that corresponds to
the IPTV end-user preference. The forms currentppsrted are short message services (SMS), muttiame
messaging (MMS), and IMS instant messaging. Naettiese notifications are not related to the DAlSdn
notifications on UNIS-6.

Emergency ServicesThis is the node that generates emergency mesdagesed for IPTV end users. This
node is not owned by the platform service proviédatform service providers just interfaces withased on
applicable standards which are typically regiomad bcal in nature.

Messaging AS:This is the server that supports the generatiordatidery of IMS instant messaging to IMS
end users. This is a part of the person-to-persamuunication enabler but has been extracted hednty.

Other Delivery Networks: This entity represents existing mobile networksdusedeliver MMS and SMS
messages to end users.

Audience Research CollectarThis entity enables the Service Provider to ablénd retrieve Audience
Research data by exploiting the Transport Procggaimction to intercept requests from users. Hav th
Transport Processing Function supports this isbatope of this specification. It also enables $ervice
Provider to retrieve and collect the Audience Regedata from functional entities such as the IRJantrol,
Cluster Controller, IPTV Application, etc., as Wwa$ other functional entities that receive sergizus
information through the (SIP/RTSP) signaling path

Audience Research AgencyThis functional entity collects audience researatadrom different Service
Providers, under the explicit consent of the udéeis.usually managed by an external certifiechatity, which
collects audience data across networks, platfotypes of services and service providers. It cartlise
collected Audience Research data for consultatiopgses, or statistical analysis, data profilirg &he
behavior of Audience Research Agency is out of samjthis specification.

Remote Access Transcoder Control (RATC)Includes the necessary control function to engagecantrol a
Remote Access Transcoder Gateway for codec tréaomskditiring remote access. The Remote Access Trdasco
Control will behave as a B2BUA. One leg will be theoming SIP request for remote access from thete
device, and is used for setting up the media pativéen the remote device and the "DLNA" transcotkee.
second leg is used for setting up the media pdihden WAN/IG Gateway in the Home Domain, and the
"DLNA" Transcoder in the network. Furthermore, tllE.NA" transcoder establishes a VPN with the I® fo
that leg of the media path.
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* Remote Access Transcoder Gateway (RATG)Performs functions equivalent to those performed/by as
defined in "DLNA 1.5, expanded Guidelines". The RéenAccess Transcoder G/W is controlled via the

transcoder control FE.

5.2.2  Mapping between HLA and IPTV Domains (Informa  tive)

Table 1 provides an informative mapping betweerfuihetional entities depicted in the HLA and th&YPdomains as

defined in Section 4.1.

Functional Entity

Domain assignment

Network Attachment

Network Provider

Authentication and Session Management (Managed diktWodel
only)

Service Platform Provider

User Database

Service Platform Provider

IPTV Control

Service Platform Provider

Person to Person Communication Enablers (Managéesdde
Model only)

Service Platform Provider

IPTV Applications

IPTV Service Provider

Content Delivery Network Controller

Network, Platfo and IPTV Service Providers

Content Delivery

Network, Platform and IPTV Service Providers

IPTV Metadata Control

IPTV Service Provider

IPTV Service Discovery

Service Platform Provider, IPTV Service
Provider

IPTV Service Provider Discovery

Service Platfornowder

IPTV Service Profile

IPTV Service Provider

Provider Specific Applications

IPTV Service Provider

Multicast Content Delivery Function

Network, Platfoand IPTV Service Providers

Metadata Storage

IPTV Service Provider

Service Access Authentication (Unmanaged Networki®only)

Service Platform Provider

Charging

Service Platform Provider

Cluster Controller

Network, Platform and IPTV Service Providerg

Resource and Admission Control (Managed Network éllodly)

Network Provider

Transport Processing Function

Network Provider

Authentication Proxy (Managed Network Model only)

er8ce Platform Provider

GBA Single Sign-on

Service Platform Provider

CSP-T Server

IPTV Service and Service Platform Provider

CSP-G Server

IPTV Service and Service Platform Provider

Content and Service Key Management Function

IPTiviGe Provider

Content-on-Demand Encryption Management Function

TVIBervice Provider
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RMS Network Provider, Service Platform Providers
Notification Services Service Platform Provider
Emergency Services Law enforcement agencies

Messaging AS

Service Platform Provider

Other delivery networks Service Platform Provider
Remote Access Transcoder Control Service Platfawowiéer
Remote Access Transcoder Gateway Service Platfoovider

Table 1: Functional Entity domain assignment

5.2.3 Reference Points Description

5.2.3.1 UNI Reference Points

The UNI is expressed as several reference poiat$, ef which map to the various functional entitieguired to provide
the necessary support for the end-to-end IPTV sendihe notation used to identify the referencetsodf the UNI, as
well as a detailed description for all the refeeepoints, is described later.

Reference Point

Description

o

13]

=)

UNIP-1 Reference point for user initiated IPTV User Pefilanagement

UNIP-2 Reference point for user initiated profile managehwé Person-to-Person Communication Enabler|
such as presence privacy, resource list managegrenfy management, etc.
Note that group management is included to supperttanagement of pre-defined groups that can be
reused for several purposes, such as presenceyriy@sence request, messaging, chatting, etc.

UNIS-6 Reference point for user interaction with applicatiogic for transfer of user requests and intéract
feedback of user responses (provider specific GUIIP is used to interface between the DAE an
the IPTV Application Function in both the managed anmanaged models.

UNIS-7 Requests for transport and encoding of contenteguidtadata. The reference point includes the
metadata and the protocols used to deliver thedattaand shall be based on DVB-IP BCG. [Ref

UNIS-8 Authentication and session management for the neghagtwork model.

UNIS-9 Authentication for GBA Single Sign-on

UNIS-11 Reference point for control of real time streamjagy. control for pause, rewind, skip forward). & hi
reference point is optionally secured. The refeegumint includes content delivery session setup in
case of the unmanaged model.

UNIS-12 Reference point between the AG (see section 5.81 @etails) and the provider specific applicatio
functional entity. Encompasses two functions:
Signalling and download of applications in a genésirmat. (Subject to standardization)
Interaction of generic applications with the pradietwork. (Not subject to standardization)

UNIS-13 User Stream control for multicast of real time emtand data for the managed network model. Th
protocol used on this interface is IGMP. [Ref 10]

UNIS-14 Reference point used for authorization of servimeeas for the managed and unmanaged network
models.

UNIS-15 Reference point to the IPTV Service Discovery FiBlitain information about IPTV services offere

by an IPTV Service Provider
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UNIT-16 Network attachment functions connected to thisrezfee point include: DHCP Server and Relay.

UNIT-17 Content stream including content; content encryp(for protected services) and content encoding
This reference point can be used for both multiaastunicast (UNIT-17M and UNIT-17U,
respectively). This could be RTP and HTTP (unicesy). It can also be used for bidirectional RTP
based transfer of voice and real-time video wittdefined formats, i.e., media to support
conversational multimedia communications.

UNIT-18 Performance monitoring interface for reporting pleeformance monitoring results. A possible
protocol is RTCP.

UNIT-19 Multicast Data Channel. Used to deliver data dfedént kinds to the OITF by means of multicast.
This reference point can carry discrete data thaairied over unicast through e.g. the interfaces
UNIS-6, and UNIS-7. Other uses e.g. UNI-RMS areexafiuded.

UNIS-19 Reference point to the IPTV Service Provider Disagvunctional entity to obtain the list of Service
Providers, and related information.

UNI-RMS Remote Management of end user devices (based @Shd-orum TR-069Ref 1]framework and
related extensions based on DVB-IP-RMS specificitio

UNIS-CSP-T Rights management for protected content — incluisygmanagement and rights expression.

UNIS-CSP-G Reference point to support a service and contaeption solution which is specific to IPTV Service

Provider. This interface may be used to obtaimes for purchased/subscribed content, control
content and service protection system and alswatetontent.

Table 2: UNI Reference Points

5.2.3.2 Network Reference Points Description

Reference Point | Description

NPI-1 Reference point between the Service Access Auttedigh FE and the User Database.

NPI-2 An optional reference point allowing interactiorteeen IPTV Applications and the IPTV Control
FE. This is not subject to standardization.

NPI-3 The reference point between Authentication Sedgianagement and Person-to-Person
Communication Enablers. (This is the ISC interfdeined by 3GPP) [Ref 15]

NPI-4 Reference point for routing of IPTV service relatedssages to the IPTV Control Point. This is the
ISC reference point defined by 3GPP [Ref 15].

NPI-6 This reference point allows the IPTV Control Pdmtetrieve the subscriber’'s IPTV-related servige
data when a user registers in the IMS network. @ubfect to standardization)

NPI-7 This reference point allows Person-to-Person Agpfitim Enablers to retrieve the subscriber's IMS
data from the User Database. This is the Sh irterfiefined by 3GPP [Ref 15].

NPI-9 This reference point allows the IPTV Control Pamtetrieve the subscriber’'s IMS-specific data
from the User Database. This is the Sh interfad@elt by 3GPP. [Ref 15]

NPI-10 An optional reference point for the allocation/di@ation and control of content for a specific
unicast session.

NPI-11 A reference point for sending events and chargifigrimation. This is the Rf reference point defingd
by 3GPP [Ref 15].

NPI-12 This reference point allows the Authentication &sdsion Management FE to retrieve the

subscriber’s IMS data from the User Database astaopthe user's IMS registration. This is the Cx
interface defined by 3GPP [Ref 15].

NPI-14 Same as NPI-11
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NPI-15 This reference point controls the Resources andigglon Control. It is the Gq’ interface defined by
ETSI TISPAN. [Ref 15]

NPI-16 Reference point between the Transport Processingtienm and Resource and Admission Control.
is the Re interface (Diameter based) [Ref 15]

NPI-17 Reference point between the IPTV Applications drdIPTV Service Profile.

NPI-18 Reference point between the Service Access andetittation FE and the IPTV Applications. Thi
is only used in the unmanaged network model

NPI-19 This reference point is used for unicast sessiorobbetween the Authentication and Session
Management and the Content Delivery Network Colgrol

NPI-20 This optional reference point allows the retrie@BCG data. (Not subject to standardization)

NPI-21 This reference point allows the GBA Single Signfamctional entity to validate user credentials

NPI-25 This reference point allows proxying unicast contnessages to locate the appropriate Content
Delivery Network Controller FE.

NPI-26 The reference point allows the Content Deliverywwrk Controller to delegate the handling of a
unicast session to a specific Cluster Controller.

NPI-27 The reference point between the Authentication yemd the GBA Single Sign-on node allows the
proxy to retrieve a user key for authenticationposes.

NPI-28 This reference point is used to push the user aaagsabilities to the Network Attachment and the
RAC. This is the e4 interface defined by 3GPP [Rgf

NPI-30 This reference point supports the IPTV Service RievDiscovery step of the service discovery
procedure for managed model. This is the ISC iateridefined by 3GPP [Ref 15].

NPI-32 Reference point between the ASM FE and the IMS aggsg AS. (This is the ISC interface defined
by 3GPP) [Ref 15]

NPI-33 Reference point allowing interaction between IPTpphcations and the IPTV Metadata Control HE.
This is not subject to standardization.

NPI-34 The reference point between the IMS messaging sangthe notification services. It is based on
IMS SIP as defined in 24.229.[Ref 18]

NPI-36 This reference points allows access to notificatiervices. It is based on Parlay X -API as defined
by (http://www.3gpp.org/ftp/Specs/html-info/29-sgihtm).

NPI-38 This reference point between notification serviged multicast and delivery control function
supports multicast traffic for emergency serviced & FFS.

NPI-39 This reference point between emergency serviceshendotification services is local and regional
specific.

NPI-40 Content Delivery Function (CDF) Stream control fioulticast of real time content for the managed
network model. The protocol used on this interfiad&MP. [Ref 10]. This interface is optional.

NPI-41 Content stream including content; content encrypgfor protected services) and content encoding.
This reference point is used for multicast delivarye protocol used on this interface is RTP. This

NPI-42 This reference point between the IPTV Applicatiowl he Multicast Content Delivery Function
supports multicast traffic for notification serviceelated to scheduled content.

NPI-CSPT1 Reference point to confirm whether a Marlin conter@nse can be issued for the request received
via UNIS-CSP-T.

NPI-CSPG1 Reference point to allow the CSP-G Server to beigianed with entittement information by IPTV
Applications.

NPI-CSPGla Reference point to allow the CSP-G Server to beigianed with entittement information by the

IPTV Service Profile.
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NPI-CSPT1a

Reference point used by the Marlin DRM system tiuide business information or a reference to
business information into a DRM request (e.g. lsmerequest) as requested via UNIS-CSP-T, an
the subsequent confirmation and retrieval of thisifiess information when the DRM request is
consumed.

NPI-CSP-2

Reference point, used in the managed network mualegtrieve information on the appropriate
cluster controller in the Content Delivery Netwahiat will serve a particular request for purchase
or subscribed-to content. This chosen cluster otlatrwill be contacted by the CSP-T Server
functional entity via NPI-CSP3. This interface i specified by this version of the specification.

NPI-CSP-3

Reference point to retrieve the appropriate enmygdtey needed to prepare a Marlin content licel
for the chosen content. It is the content encrypkiey for downloadable content or the key that
encodes the Marlin short term key message thaaswthe key that encodes the streaming medi
This interface is not specified by this versionta# specification.

nse

o

NPI-CSP-4

Reference point to provide content encryption keythe content delivery function for encrypting t
downloadable content or for requesting/generatiegMarlin short term key messages that
accompany the encoded streaming media. This ieifanot defined by this version of the
specification.

NPI-yy

Reference point that provides GBA authenticatiormaaism to the Service Access Authenticatio
Function.

NPI-T

Reference point where the encrypted content igdton the content storage entity for delivery by
the Content Delivery Function. This interface i$ specified by this version of the specification.
This interface has been identified just to illustrenformatively the separation between content
encryption, which is part of content preparatiamd aontent delivery.

NPI-U

Reference point where the content Service, ProgmagnContent Keys and ECM attached
information are provided to the Content Managenf@miction. This interface is not specified by th
version of the specification. This interface hasrbelentified just to illustrate informatively the
separation between content encryption, which is gfazontent preparation, and content delivery.

S

NPI-K

Reference point where the content Service, ProgmagnContent Keys and ECM attached
information are provided to the Multicast Conterli®ery Function for multicast stream Encryptiq
This interface is not specified by this versionla# specification. This interface has been idesifi
just to illustrate informatively the separationween content encryption which is part of content
preparation and content delivery.

NPI-x

Reference point where the On Demand Content ibdetby the Content Delivery Function for
delivery. This interface is not specified by thersion of the specification. This interface hasrbee
identified just to illustrate informatively the saation between content encryption, which is pért
content preparation, and content delivery.

NPI-AR-01

Reference point for providing static audience ddtaut users who have opted-in. It includes cont
metadata and user related information stored ilRA& Service Profile.

ent

NPI-AR-02
NPI-AR-02’
NPI-AR-02"

Reference points for collecting the informatiorentepted by the Transport Processing Function,
IPTV Control, the Cluster Control or other FEs lzhea different criteria, e.g. the events triggered
by the Audience Research Collector, event detdobea other FEs, the deployment done by the
service provider etc.

Note: The IPTV Control can retrieve the Audience Reslealata from the ITF or the Cluster
Controller using existing SIP messages such asNgtP, MESSAGE, INVITE or PRESENCE.

the

NPI-AR-03

Reference point used for exposing the Audience &ekadata to the Audience Research Agency,

NPI-43

Reference point between the ASM FE and the Remotegs Transcoder Control FE. (This is the
Mx interface defined by 3GPP) [Ref 15]

NPI-44

Reference point between the Remote Access TransGmodrol FE and the Remote Access
Transcoder gateway. This is not defined.

Table 3: Network Reference Points
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5.3 Residential Network High-Level Architectural Ov  erview

The architecture of the consumer domain (referdtkteafter as the residential network) is as shaviaigure 5-3 and
composed of 5 functional entities, with well definaterfaces between them, and where each fundteatidy includes a
number of functions. As shown in Figure 5-3, thérercollection of these functional entities isledlthe IPTV Terminal
Function (ITF).

The residential network architecture is designed to
e Support multiple deployment scenarios.

< Allow non-IPTV applications to co-exist with IPT\érvices, but be able to execute independently timn
IPTV service.

The architecture chosen to comply with the abowefmcted in Figure 5-3 below.

There are two main interface groups between th&Bet$al Network and the Provider(s) Network domaire HNI-INI
and the HNI-AMNI. The mapping between these keycfiomal groupings and UNI reference points is diggién Figure
5-3.

Note also that while not shown explicitly in Figis€2, all communications are mediated by the WAKyay.

Residential Network
Figure 5-3: Residential Network Architecture

ITF :
onpp  HNI-INI
OITE - Application Gateway UNIS -6
Functional Entity (AG) UNIS -7
__________________________________ UNIS -11
HNI-INI* UNIS-13 U
UNIS -14
UNIS -15
UNIS -CSP-T
UNIT -17
UNIT-18
UNI-RMS A 3roadbarl:d
Networ
IMS Gateway o IR RN
HNI-IGI Functional UNI-9
Entity (IG) UNI-RMS
CSP Gateway HNI-AMNI
HNI-CSp | Functional Entity (CG) UNIS-CSP-G
WAN Gateway UNIT-16
HNI-DM Functional Entity UNI-RMS

Below is a brief description of the functional ¢ies in the residential network:

Open IPTV Terminal Functional Entity (OITF)

The OITF includes the functionality required to @& IPTV service for both the unmanaged and thegezhnetwork

models through the HNI-INI and HNI-IGI interfaces.

Copyright 2009 © Members of the Open IPTV Forum  e.V.



Page 36 (234)

* To access the IPTV services using the unmanageelntbd OITF only needs to use the HNI-INI intedac
Thus, the minimum set of functional entities neettedccess unmanaged IPTV services are the OITREhand
WAN Gateway.

« To access IPTV service using the managed netwodemthe OITF needs to use both the HNI-INI and the
HNI-IGI interfaces. Thus, the minimum set of fuiectal entities needed to access the managed IPTAtagsr
are the OITF, the IG and the WAN Gateway (as ivvjates the physical connection between the residenti
network and the WAN). The HNI-IGI interface requrgpecial protection, as it carries credentialséiec

The OITF has its own direct user interaction (egmote control, keyboard) and audio/video rendgaind, optionally,
grabbing functionalities (e.g. display, speakessneras, microphones) or can be directly connectédother
audio/video rendering/grabbing devices without pasthrough home network communication.

All Residential Network deployments will have aa$t one instance of the OITF.

The OITF may include functions to allow Open IPTdrEM defined services to be accessed on DLNA dsy\Ref 2].

IMS Gateway Functional Entity (IG)

The IG includes the necessary functionality tovalin OITF device to access managed network senhesed on an
IMS core network, through the HNI-IGI interface.€l'tG provides an IPTV end user with access to meshagtwork
IPTV services and to blended person-to-person camuation services such as Chat, Messaging, Presetwcesupport
for unsolicited notification is also included farch services as Presence, Caller ID, etc.

The IG is able to offer its functionality to the AG the HNI-AGI interface.

Support for new or enhanced applications can Hezegbby a firmware upgrade to the IG without ampacts on the
OITF functionality.

In a device that implements both the OITF and I&uke of the HNI-IGI interface is optional.

Application Gateway Functional Entity (AG)

The Application Gateway (AG) is an optional gatevi@yction that incorporates a procedural languazget application
execution environment where applications can betely downloaded for execution. This functionalgyequired by
certain service providers that wish to have geraicedural language based applications relates@ated to IPTV
services downloaded for execution in the home enwrent. Examples of applications related to IPTWises include
an EPG generating a remote Ul; proxying for sigrafirotocols when not involving SIP, and when ¢limd server are
not in same IP domain; support for proprietary an+standard content download protocols (where tBehas A/V
content storage capability); insertion of persaraliadvertisements in media stream; and full blémp#gson-to-person
communication services (e.g., videoconference usily set as a display). An example of an applicatinrelated to
IPTV services is one that collects alarms from hai®eices.

To interface to the AG, an OITF uses the HNI-INttd@rface. The HNI-INI* is a selection from the neface points in
the HNI-INI interface in addition to support forsdbvery of an AG by an OITF.

When present, the AG, through application runnimthe executable application environment, can perfany of the
following functionalities:

e Manipulate media streams.
Note that for protected content, this is only addesl when the AG and the CSPG are combined irathe s
device and that the Release 1 Solution [Ref 45% chat define the routing of media content (for pueposes of
media control) via an AG which is not also a CSPG.

e  Filter Content Guide (CG) data; insert its own Cabad
Note that in the Release 1 Solution [Ref 45], thisnly addressed where the resulting content gsidetput
from the AG to the OITF in the form of a remote Whe Release 1 Solution does not define how an A m
output CG data in Broadcast Content Guide (BCGné&irto an OITF, or how an OITF may discover thatBC
format information is available from an AG.

e Support proprietary applications through a RematerUnterface (RUI).

e Support for proprietary or non-standard contentmload protocols
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e Support advanced blended communication services.

When the AG is deployed in a device with local dniap rendering (e.g. combined with an OITF), agilans running
in the PAE can offer a wide range of applicationd aervices directly using that local graphics sgimd) system without
using a remote Ul.

The AG is able to make use of the services of @eih the HNI-AGI interface. This interface is rd#fined in the
Release 1 Solution [Ref 45]; however, where an AG an OITF are combined in the same device, thedenay use
the HNI-IGI interface for both DAE and PAE appliicats

Content and Service Protection (CSP) Gateway Funahal Entity (CSPG)

The CSP Gateway (CSPG) is an optional gateway ifumaitentity that provides a conversion from a eoniand service
protection solution in the network to a secure entitated channel between the CSPG and the OITF.

WAN Gateway Functional Entity (WG)

The WAN Gateway function supports the physical @mion between the residential LAN and the Accesswdrk
WAN. A WAN gateway functional entity will exist iall deployments although not all its functions vai#é required in
all cases.

53.1 Residential Network Functional Entities

The following is a more detailed description of tlagious functional entities identified above.

For ease of understanding of the detailed functidescription of the residential network, this dfieation uses a
stepwise build up of the residential network fuowt! entities comprising of the following steps:

e OITF and WAN Gateway (WG)
« OITF, WG and IG
* OITF, WG, IG and the optional functional entitie&Aand CSPG

Note that this build-up of functions does not imgiigt these combinations of functions are the delyloyment options
possible. Each of OITF, I1G, AG, CSPG and WAN Gatgtfuanctional entities may be deployed as separaysipal
devices in the residential network or in combinagier may not be deployed at all in the case obtitnal entities AG
and CSPG as described in Section 5.3.4.
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5.3.1.1 Open IPTV Terminal Functional Entity (OITF)

HNI-INI
OITF §-=""="=====---- = g
: MDTF ' UNIT-19
________________ 1
| User Profile Management | UNIP-1,UNIP-2
| Performance Monitor Client | UNIT-18
- UNIS-11
Stream Session Management
and Control UNIS-13, UNIS-14
UNIT-17
Stream Transmltter/Recelver
| Codecs H Decrypt |
UNIS-CSP-T
| CSP |
UNIS-6
DAE
. . UNIS-15, UNIS-19
IPTV Service Discovery
. UNIS-7
Metadata CG Client
UNI-RMS
| Remote Management client |
' OITF Embedded Application !
1 ! obina ii content | WAN Gateway (WG)
1 Functions + 1 Download | TS i UNI-RMS
[P [ P QoS | RMS3
] -: """"""
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[ 7T ; PR LAN/WAN
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"""""" leccc e e =
| TCPIP i ucmMc i
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]

Figure 5-4: OITF functions and interfaces exposed
TheOITF functional entity shown in Figure 5-4 includes thBowing functions:

User Profile Management Manages subscription information associated wisipecific User, e.g., viewing
preferences. The user profile management functiarisde the ability to create, fetch, modify, deleteplace user
profiles.

Stream Session Management and Controllnitiates and terminates content delivery sessidlanages content
delivery sessions, including trick play controluficast streams and multicast stream control.gtiepto both the
unmanaged and the managed models.

Stream Transmitter/Receiver. Receives streamed content from the network aclddies stream buffering in the case of
progressive download. It also transmits real-timéi@and video in the case of multimedia telephdrhe function
applies to both the managed and unmanaged motthisugh different technologies might be chosenglach case.

Codecs A/V codecs for all streamed and downloaded conteirtcludes decoding, scaling and rendering flomi

CSP. Client side key management for the terminal ¢eripproach to service protection and content ptimte.
Enforces content usage rules in the client. Itiappb both the managed and the unmanaged mo@elsCSP Gateway
Functional Entity for the alternative gateway canéipproach to service and content protection.

Content Download Reception of content downloaded to the clieman-real time. Content download might be unicast
or multicast. For multicast, the MDTF is used. Licgtarage is required for content download. It &spto both the
managed and the unmanaged models. This functioptisnal.
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MDTF (Multicast Data Terminating Function) : This function receives generic data sent ovetticadt. Content types
that can be distributed to MDTF include Contentd&uilata, static DAE content, video content, intidrdg information,
notifications, software releases and patches.

Decrypt: Removes any encryption applied to the conterdeuthe control of the CSP function. This functismot used
for unencrypted content. It applies to both the aggn and the unmanaged models.

Declarative Application Environment (DAE): A declarative language based environment (bromsesed on CEA-
2014 [Ref 3] for presentation of user interface aratiding scripting support for interaction witletwork server-side
applications and access to the APIs of the oth&F®@unctions.

The specification of the DAE declarative languagei®nment including the APIs available to the dévated
applications is within the scope of the Forum.

The DAE can also query, internally to the OITF, ketadata-based Content Guide Client in order tcaekany data it
may contain.

The downloaded applications that run in the DAEcesidered to be Service Provider specific antetbee will not be
defined by the Forum'’s specifications.

Metadata-based Content Guide ClientClient for metadata-based content guides. Theing=face including the
presentation of metadata-based content guide i& @hdor dependent and is out of scope of thisipation. This
function may also make the metadata available sideatial Network devices via the DLNA Functionsiétion. It
applies to both the managed and the unmanaged snodel

Remote Management Clientprovides the client-side functions to remotely agathe OITF, for both provisioning and
assurance purposes. The functions provided rejaterifiguration management (including firmware w@gul) and fault
management (including troubleshooting and diagosstWhen realized as standard TR-069 client,@suke UNI-RMS
interface (providing also performance monitoringfherwise, remote management is supported as adpfkcation
which uses the UNIS-6 interface.

IPTV Service Discovery Function for discovering IPTV Service Providersl aglated services. It applies to both the
unmanaged and the managed models. Note that diffaspects of DVB SD&S [Ref 4] may apply to thefaliént
models.

Integral Storage System Storage for content download and PVR based fungti®his function is optional but will be
required if Content Download is supported.

DLNA Functions: Implements DLNA DMS [Ref 2] functions to expose atistribute content in a DLNA compliant
manner through the residential network. The DLNA&tions function may also offer a DLNA DMP [Reff8hction to
locate and select content available from other Divithe residential network. The selected contenthmstreamed
across the residential network and rendered bptfi&. The DLNA Functions may also support the DLRAI Source
capability (+RUISRC+) to provide remote Ul contémthe DLNA RUI Pull controller capability (+RUIPD#+which can
be used to support an ITF Remote Control FunctieeF). This function is optional.

OITF embedded application This optional function provides embedded appiicet for IPTV services, e.g. local PVR,
using the standardized interfaces which are defagedNI and HNI-IGI. The user interaction with tifisction is OITF
vendor specific

Performance Monitor Client: Client for providing feedback on service qualitjor example, pixilation, frame loss,
packet loss and delay (the exact information tpro@ided is to be specified other specificatiottsdpplies to both the
managed and the unmanaged models.

Device Management This function acts as a UPnP Device ManagemeaenC]Ref 42] for remote management
operations such as configuration management (inguiiggering of a software upgrade) and fault aggment
(including troubleshooting and diagnostics).

TheWAN Gateway Functional Entity shown in Figure 5-4 contains fbiéowing functions:

LAN/WAN Gateway: Supports the physical termination of the accessarét(e.g. xDSL, GPON etc.) and the layer 2,
layer 3 and higher services (such as NAT, IGMP pmmuting) required to support IPTV and other seegi terminated
in the residential network that share the WAN catioa.
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Attachment: Attachment function is responsible for the attaent of the residential network to the Network Fuev.

RMS3: Depending on the provider model, the WAN Gateweay be remotely monitored and configured by thessc
service provider. The RMS function supports therifaice to the remote manager (i.e. TR-069 CWMP temo
management protocol [Ref 1], plus TR-098 devicadabvdel [Ref 33] with possible extensions.)

QoS: The QoS function provides classification, markirggmarking, policing, and queuing of Ethernet & draffic
that goes between the WAN and LAN interfaces. Maglkand re-marking of Ethernet priority and Diffsende points
(DSCP) [Ref 6] is supported. Classification canwdhrough a variety of characteristics of IPficafincluding Ethernet
priority, DSCP, origination and destination IP askfy, and application protocol.

IGMP Support: Provides the functions for IGMP Proxy and IGMPo8ping. The IGMP Proxy allows multiple in-home
devices in the residential network to be able o fbe same multicast stream. IGMP Snooping igptioeess of listening
to IGMP traffic to allow, when present, the switch'listen in" on the IGMP conversation betweente@d routers by
processing the layer 3 IGMP packets sent in a padtinetwork to avoid flooding (see section 5.3.3.1

UN/MC Conv: The WAN Gateway may have this function to avaiche problems due to the low efficiency and
unreliability of multicast on wireless networks.ig function is not specified in the Release 1 SofufRef 45].

UPNP Control Point: The UPnP Control Point [Ref 28] interacts with thienP Device Management Client [Ref 42] in
the OITF for remote management operations.
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5.3.1.2

OITF and IG

| User Profile Management |

| Performance Monitor Client |

Stream Session Management
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IPTV Service Discovery
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| DAE
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Figure 5-5: OITF and I1G
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In a device that implements both the OITF and 8, use of the HNI-IGI interface is optional.

The IG depicted in Figure 5-5 includes the follogviedditional functions:
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IMS Gateway (IG)

Authentication/Session Management Client/ServeResponsible for subscriber authentication andsasgion
management required for managed networks (e.g.agaghlPTV services and person-to-person commuaitati
services). The authentication performed by thicfiom is (re-)used for Content and Service Probec{iCSP) purposes.

The Authentication/Session Management client/sdnteracts with the network servers through the 848linterface.

This function includes the implicit connectivityradsion control (CAC) request for the WAN side. &bplicit CAC
function is required on the LAN side.

IG-OITF Server: The IG-OITF server exposes authentication asdise management client/server functionalities to
the OITF for managed IPTV services and blendedgmets-person communication application support.(egler id
display, messaging etc.) via HTTP and/or otherquuis as required. If required, the interactionmsen the IG-OITF
Server and the OITF may result in a Ul on the Odiigplay or the delivery of execution script(s) e DAE function on
the OITF.

RMS2: Client application for remote management funaiona managed environment. It provides a standéedace
for provisioning and assurance tasks on manageidatewith the 1G function (i.e. TR-069 CWMP remateanagement
protocol [Ref 1], plus TR-104 [Ref 29] IMS data nebavith possible extensions). It includes functiémsconfiguration
management, firmware upgrade, troubleshooting/distits, performance management and monitoring &/SiP
services.

Network Discovery. Network discovery function is responsible for thiscovery of and attachment to an IMS service
provider.

Remote Access Discovery Agent (RADA)The remote access discovery agent manages tN&@evice discovery
procedure between the remote device and DLNA devitéhe residential network. The RADA maps tofiikowing
functional components in the UPnP RA architectiRADA Sync, RADASync CP, Inbound Connection ConfRA\DA
Listener/Relay and RADA Config) [Ref 55]

Remote Access Transport Agent (RATA)The remote access transport agent is used dilmingey exchanges for
setting up IPSec-based security over the IMS tubaeleen the remote device and the residentialoretwhe RATA
maps to the following functional components in tienP RA architecture (RA Transport Agent, RATA dghfRef
55]

Remote Access for establishing IMS tunnel (RA-IMS) This handles the IMS procedures for sessiomsetu
modification and termination (including the QoS exslg) between the remote device and the residewtialork.

QoS Coordinator: This maps the procedures between the DLNA QoS and ti®QMS to coordinate the QoS on the
IMS side with that on the UPnP side to ensure enelrid QoS between the UPnP RA-enabled device iresidential
network and the remote device.

DLNA Content Transformation Device (DLNA CTD): This optional function provides media transfotiom, e.g.
transcoding for remote access. The DLNA Contenh3fi@mation Device implements the DLNA Media Intgecability
Unit (MUI) device class or DLNA devices which imptent the DLNA virtual device functionality with ctamt
transformation function.
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5.3.1.3

OITF, IG, AG and CSPG
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Figure 5-6: All HN Functional entities

A residential network with the addition of the aptal Application Gateway and the optional CSP Gatefunctional
entities is depicted in Figure 5-6. This representssidential network with all the HN functionaltéies. The AG and
CSPG are independent optional functional entitias may be required in a specific residential nektveonfiguration.
The following additional functions are identified.

Application Gateway (AG)

Procedural Application Environment (PAE): A local procedural language execution environnisted on Java
Connected Device Configuration (CDC) [Ref 34] fBIT\V Service Provider specific downloaded appliaaidf
required, these applications can present a UlhaaQEA-2014 [Ref 2] based Remote Ul function on@é&F's DAE.
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When the PAE is deployed in a device with locapgias rendering (e.g., combined with an OITF), ¢hagplications
also can also directly access that local graphistem.

The definition of the full capabilities of the PA&within the scope of the Forum'’s specificatiofise specification of
the Service Provider specific applications thatdoenloaded and executed in the environment agdribf the scope
of the Forum'’s specifications.

The PAE is a multipurpose execution environmenabépof supporting many IPTV-specific and geneealises.
These capabilities include support of the followsggvice provider specific applications:

« Maedia Control: Enables the Service Provider to locally interddptmedia stream (media, control, CSP) for the
purpose of adding or inserting content generatedaryed in the AG into that media stream. The afp@n of
Media Control shall be under the control of Applioas running in the PAE via defined APIs.

Note that for protected content, this is only pblesivhen the AG and the CSPG are combined in thesa
device and that the Release 1 Solution [Ref 45% chat define the routing of media content (for pueposes of
media control) via an AG which is not also a CSPG

e CG: Client with the following functions:
= Discovery and description of available services amutent.
= At least one of:
* Presentation of an CG on the OITF via the DAE

» Passing all or some subset of the metadata toMle¢atiata CG client” on the OITF, depending on
the policy of either the Service Platform Providethe IPTV Service Provider.
Note that this is not addressed in the Releasedifsgations.

* When present, this application terminates the URiBterface in addition to the CG application
client in the OITF, which also directly handles thMIS-7 interface.

« IPTV Service Discovery:Client with the following functions:
o Discovery of available service providers.
o Discovery and description of available services emtent.

e Fully blended communication servicesPossibly requiring additional hardware to suppdxtaanced
applications such as video telephony. The HNI-A¢iface allow applications in the AG implementing
advanced communication services to access the Ap#tion and Session Management functions in the IG

e RUI Server: This function enables applications running in F&E to serve declarative language applications
running on the DAE in the OITF.

< Proprietary or non-standard content download proto®ls: Implementation of proprietary, non-standard or
other service provider-specific protocols in a Padplication.

RMS1: Client application for remote management funciona managed environment. It provides a stanidéedace
for provisioning and assurance tasks on manageidatewith the AG function (i.e. TR-069 CWMP rematanagement
protocol [Ref 1], plus TR-135 [Ref 30]/TR-140 [R&f] IPTV/storage data model with possible extersjoh includes
functions for configuration management, firmwargugue, troubleshooting/diagnostics, performanceagament and
monitoring of streaming services.

CSP Gateway (CSPG)

The CSP Gateway is required when a gateway ceajgpooach to service and content protection is gepl@as an
alternative to the Marlin based CSP functions ef@HTF. A secure authenticated channel is useddmtthe CSPG and
the OITF.
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5.3.2 Handling QoS in the Residential Network

The QoS function in the WAN gateway is responsibtehe QoS marking (e.g., DSCP, Ethernet priorfityd and out of
the residential network. All nodes in the residalimietwork are responsible for marking the appadprpriority of
originating traffic.

5.3.3  Multicast Handling in modem gateway router

Modem gateway router includes transport relatedtfanality such as LAN handling, IP multicast sugpetc. IPTV
services require additional functionality to be jgoited in order to ensure efficiency in the home\Lénvironment.

5.3.3.1 Multicast and the Home LAN

It is expected that scheduled content servicesus#l IP multicast technology to deliver A/V streadlshough IP
multicast is efficient in the Network Provider domgat will cause some issues in Residential nelwarvironment, such
as

* Flooding to unnecessary segments

Gateway routers broadcast incoming multicast padieall ports, resulting in unnecessary packeitsgoe
delivered to endpoints that are not listenersHat br any multicast stream, and must discard tfdns.
situation is depicted in Figure 5-7.

Home Router

Figure 5-7: Example of flooding issue

IGMP snooping in the switching function of the hogeteway router will solve this issue to some extBat if
there is a secondary switch in the residential ngtwhich does not support IGMP snooping, the sesige
still remains, although its severity has been reduc

« Low efficiency and unreliability of multicast on Veiess networks (802.11 WLAN) [Ref 7]

Multicast frames can not be transmitted at as highte as unicast frames. Also, the reliabilitymfiticast is
low due to the lack of retransmission mechanismsiyer 2.

To remedy this problem, it is necessary to perforuiticast to unicast conversion at the home entigitp The
conversion will be done at Layer 2 or Layer 3 byaping IGMP messages [Ref 8] and managing the
membership of multicast listeners.

In this release of the architecture, support of F8hooping and IGMP proxy [Ref 9] is mandatoryvoid flooding of
unnecessary segments.
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5.3.3.2 Local Multicast within the Gateway Router

It is mandatory for home routers compliant to #ishitecture to support local multicasting to aviid consumption of
any additional bandwidth in the last mile when nplét end points are watching the same stream. IGM#®ping can
solve that issue by dropping IGMP JOINs for streéimas are already available, and ensuring thaetstgams are
replicated locally and delivered to these end oint

5.3.4  Deployment Options

This section describes the allowable deploymenbaogtin the residential network, and the servicgmpsrted by each
deployment option.

Each of the OITF, IG, AG and WG functional entitieay be deployed as separate physical devicegiretidential
network, or in combinations as described in thigiea.

5.3.4.1 Services Available in the Residential Netwo rk

Table 4 shows the services available the residemdtsvork for each combination of functional ergtiti

Functional Entities deployed in | Services available
the residential network

WG OITF | IG | AG
X X Unmanaged network services only are available
DAE applications can be deployed.

X X X Managed network and unmanaged network sesvare
available.

DAE applications can be deployed.

X X X X Managed network and unmanaged network sewiare
available.

DAE and PAE applications can be deployed.

X X X [This deployment option is not defined bysiversion of
the specification]

Unmanaged network services are available.
DAE and PAE applications can be deployed.

Table 4: Services from Functional Entities
Note that the CSP Gateway functional entity isstwiwn in this table. Details of the CSP Gatewayalgpent can be
found in section 5.3.4.3

5.3.4.2 Deployment Examples

This section outlines some practical deploymenhanes. It is not an exhaustive list of all possideployments, but
examples that illustrate how services may be deglaysing new and legacy equipment.

The following terminology is used in this section:

Legacy TV A television without OITF capabilitiesofinection to such a television is via,
for example, HDMI or SCART.

In the diagrams, dashed lines represent optiomalextions.
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53421 OITF STB

Legacy TV OITF STB WAN Gateway

«u__l

DLNA device

This deployment supports the consumption of unmeaaagrvices using a legacy TV. The following desiaee
deployed.

« A WAN Gateway: This is a standard modem/routeryjgliog access to an unmanaged network via an ISP.

« OITF STB: A set top box implementing the OITF amhigecting to a legacy TV via, for example, HDMI or
SCART.

e Legacy TV: A television without OITF or DLNA capdities.

Optionally, the OITF STB may act as a DLNA DMS taka OIPF-defined services available to DLNA devidemay
also act as a DLNA DMP to access content from ofHeMA devices on the residential network.

5.3.4.22 OITFTV

. ©

» WAN Gateway
OITFE TV

QA---

DLNA device

This deployment supports unmanaged services wittheuteed for an additional set top box. The follmndevices are
deployed.

< A WAN Gateway: This is a standard modem/routeryjgliog access to an unmanaged network via an ISP.

e OITF TV: A television including an OITF.
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Optionally, the OITF TV may act as a DLNA DMS to keaOIPF-defined services available to DLNA devidemay
also act as a DLNA DMP to access content from ofHeMA devices on the home network.

5.3.4.2.3 Combined IG - WAN Gateway with OITF TV

HNHGI
HNHINI
».
OITF TV

IG - WAN Gateway

I
| Managed
I

.=

Q

DLNA device

This deployment supports both managed and unmarssyeites, with DAE applications. The following d=ss are
deployed:

Combined IG and WAN Gateway: A single physical devincluding an IG and modem/router
functionality.

e OITFTV: Thisis an OITF TV, as described in thiscdment.

Optionally, the OITF TV may act as a DLNA DMS to keaOIPF-defined services available to DLNA devidemay
also act as a DLNA DMP to access content from ofHeMA devices on the home network.

5.3.4.2.4 Combined IG — WAN Gateway with multiple O ITF TVs

h 1 HNIIGI
‘ HNI-INI

v HNI-IGI
HNI-INI

IG - WAN Gateway

DLNA device OITF TV

This deployment supports both managed and unmarsayeites, with DAE applications. The following dmss are
deployed:

Combined IG and WAN Gateway: A single physical devincluding an IG and modem/router functionality.

e OITF TVs: These are OITF TVs, as described in doisument.

Optionally, either OITF TV may act as a DLNA DMSntake OIPF-defined services available to DLNA desidt may
also act as a DLNA DMP to access content from ofHeMA devices on the home network.

Note that one or both OITFs may be deployed inBB &nnected to a legacy TV, as shown below, instddeing
embedded ina TV.
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g O Internet

Legacy TV ot sTB IG - WAN Gateway

-

DLNA device

5.3.4.2.5 Combined IG-OITF STB and Multiple OITFs

Managed
- ~

DLNA device

Legacy TV

This deployment supports both managed and unmarsayeites, with DAE applications, presented on 8FFO'V and
a legacy TV. The following devices are deployed:

¢ A WAN Gateway.

e Combined IG and OITF STB: A set top box includi@dnd OITF functionality that exposes HNI-IGI tdet
OITFs in the residential network. It connects te kbgacy TV using some non-OIPF specified mecharssich
as HDMI or SCART.

e OITF TV: Thisis a TV containing an OITF.

Optionally, the OITF TV and IG-OITF STB may acta®LNA DMS to make OIPF-defined services available
DLNA devices. It may also act as a DLNA DMP to aaxeontent from other DLNA devices on the home petw
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5.3.4.2.6 Combined IG - OITF TV

_ | Managed
— - <’

| —_—
l G O:;TV WAN Gateway
I

Q

DLNA device

This deployment supports both managed and unmarsayeites, with DAE applications, presented on &RFOV.
The following devices are deployed:

¢ A WAN Gateway.
e Combined IG and OITF TV: A TV including both IG a@TF functionality.

Optionally, the IG-OITF TV may act as a DLNA DMStmake OIPF-defined services available to DLNA desidt
may also act as a DLNA DMP to access content frimerdLNA devices on the home network.

Note that the IG inside the TV may be used by exte®ITFs to access managed services.

5.3.4.2.7 Multiple IG — OITF STBs

\, Managed

WAN Gateway

DLNA device

Legacy TV

This deployment supports both managed and unmarssgeites, with DAE applications, presented on ipl@legacy
TVs. The following devices are deployed:

¢ A WAN Gateway.
* Two combined IG-OITF STBs: STBs including both 1@d2OITF functionality.

Only one IG can be active in the residential nelwadrany one time. This limitation may be relaxedi ifuture
specification.

Optionally, each IG-OITF TV may act as a DMS to m&XPF-defined services available to DLNA devicdsey may
also act as a DMP to access content from other DisWices on the home network.
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5.3.4.2.8 Combined IG-AG-OITF STB and OITF TV

Managed

WAN Gateway

- USSR N[—

ollrF

— —

l IG-AG -
- — — — —/ —/ " OITFSTB

DLNA device

Legacy TV

This deployment supports both managed and unmarsageites, with DAE and PAE applications, preseitedn
OITF TV and a legacy TV. The following devices deployed:

¢ A WAN Gateway.

e Combined IG, AG and OITF STB: A set top box inchgliG, AG and OITF functionality, that exposes HNI-
INI* to other OITFs in the residential network.cibnnects to the legacy TV using some non-OIPF §pdci
mechanism, such as HDMI or SCART.

e OITF TV: Thisis a TV containing an OITF.

Optionally, the IG-AG-OITF STB or the OITF TV magtaas a DLNA DMS to make OIPF-defined services labée to
DLNA devices. They may also act as a DLNA DMP toess content from other DLNA devices on the hontevor.
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5.3.4.2.9 Combined AG-IG with multiple OITFs

Managed

o I

- " mHNI-INI"» |
OITF TVI

#HNHNP‘

| (S A |

e

—

| (S A |

R ==

OITF ST I
| I
| I
Legacy TV I
I
ﬁ — e |
DLNA device

This deployment supports both managed and unmarsageites, with DAE and PAE applications, preseiteén
OITF TV and a legacy TV. The following devices deployed:

¢ A WAN Gateway.

e Combined AG-IG device: A device including both 18daAG functionality, that exposes HNI-INI* to OITHs
the residential network.

* OITF STB: A set top box containing an OITF. It cewts to the legacy TV using some non-OIPF specified
mechanism, such as HDMI or SCART.

e OITF TV: ATV containing an OITF.

Optionally, the OITF STB or the OITF TV may acta®LNA DMS to make OIPF-defined services availabl®LNA
devices. They may also act as a DLNA DMP to acceagent from other DLNA devices on the home network
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5.3.4.2.10 AG-IG, OITF-IG, Multiple OITFs

]

OITF TVI WAN Gateway
e

HNI-IN [ —
ﬁ A T e N 1IN e e L L
S —

AGE IG

Managed

DLNA rievice ————

.

IG - OITF STB

Legacy TV

— HNI-INT

OITF STB

Legacy TV

This deployment supports managed and unmanageidegrand DAE and PAE applications. The followiryides are
deployed:

¢ A WAN Gateway.

e Combined AG-IG device: A device including both 18daAG functionality, that exposes HNI-INI* to OITHs
the residential network.

* OITF STB: A set top box containing an OITF. It cewts to the legacy TV using some non-OIPF specified
mechanism, such as HDMI or SCART.

* IG-OITF STB: A set top box containing both an IGlan OITF.
e OITF TV: ATV containing an OITF.

In this deployment, there are multiple 1Gs. Onlgd@ can be active in the residential network atf@oint in time. The
ISIM application must always be in the AG-IG indluase.

Note: The applicability of Remote Access to this depieyt has not been studied.

5.3.4.2.11 Combined OITF-AG TV and IG-WAN Gateway

Managed

DLNA device

OITF + AG IG - WAN Gateway

TV

This deployment supports managed and unmanageidegrand DAE and PAE applications. The followiryides are
deployed:

e Combined IG-WAN Gateway: A single physical devineluding an IG and WAN Gateway functionality.
e Combined AG-OITF TV: A TV including both an OITF dwan AG.
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Optionally, the OITF-AG TV may act as a DLNA DMS imake OIPF-defined services available to DLNA desidt
may also act as a DLNA DMP to access content frimardLNA devices on the home network

5.34.3 CSP Gateway

The optional CSP Gateway (CSPG) functional entitglements content and service protection solutilaimed outside
the OIPF specifications and delivers content toR3ITising a secure authenticated channel betwedPSRE& and the
OITF.

Some possible deployment scenarios include:
« AnIG and CSP Gateway combined device.
e AnAG, IG and CSP Gateway combined device.
* An AG and CSP Gateway combined device.

Note that the media control features of the AGaanly possible for protected content when the AG @8 Gateway
are combined in one device.

Note that the Release 1 Solution [Ref 45] doedeéihe the routing of media content (for the pugsosf media control)
via an AG which is not also a CSPG.

5.35 Residential Network Reference Points

« HNI-INI: This is a group of reference points didgatonnected to the OITF to provide applicationdiay
protocols common to both managed and unmanagedisndfden AG function is deployed, the AG may
terminate HNI-INI in addition to the OITF as deberd in section 5.3.1.3. The HNI-INI consists of the
following UNI reference points.

¢ UNIP-1 (to “User Profile Management”)

UNIP-2 (to “Person-to Person-Communication Enabléssr Profile management”)
e UNIS-13 (to “Stream Session Management and Control”

¢ UNIS-11 (to “Stream Session Management and Control”

¢ UNIS-CSP-T (to “CSP”)

«  UNIS-6 (to “DAE”)

* UNIS-7 (to “Metadata based Content Guide client”)

e UNIT-17 (to “Stream transmitter/receiver”)

¢ UNIS-14 (to “Stream Session Management and Control”

UNIS-15 (to “Service Discovery”)

UNIT-18 (to “Performance Monitor Client”)

e HNI-INI*: This interface is a group of referenceipts between the OITF and AG which supports thetdieon
of the IPTV services to the OITF. Where applicaliiés interface uses the same protocols as HNI-daI,
follows: the UNIS-6 reference point always applesween the OITF and AG. The following referencenfso
may apply when the AG includes A/V media storagNiS-11, UNIT-17 and UNIT-18. Use of the remaining
reference points from HNI-INI between an OITF and®&s is not defined in the Release 1 Solution [&ait
Additionally, the HNI-INI* includes the device disgery mechanisms.

* HNI-IGI: This interface is between the OITF andd@d provides, to the OITF, access to IG functiamgte
adaptation to IPTV services on managed networks.HKI-IGI includes device discovery mechanisms.

* HNI-AGI: This interface is between the IG and AGgrovides. To the AG, access to IG functions fier t
adaptation to IPTV services in managed networks. HNI-AGI includes device discovery mechanisms.
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*  HNI-AMNI: This interface is between the IG and thetwork and includes the reference points thategaired
in addition to the HNI-INI reference points, to idek managed services.

« HNI-CSP: This interface is between the OITF andG&G and allows the OITF to access CSPG functans
the conversion from a content and service protec@ution to a secure authenticated channel betwese
CSPG and the OITF.

« HNI-AGC: This interface allows access to encryptiays.

< HNI-DM: This is the interface between the WAN Gaggvand the OITF to support remote management of the
OITF in the home. This reference point uses theRJBM protocol [Ref 42].

Note: The mapping between UNI-RMS and HNI-DM will besed on [Ref 43].

54 QoS Framework Architecture Description

The QoS framework is responsible for policy-basadgport control in the access and core networld, ancludes
procedures and mechanisms that handle resouraggatise and admission control for both unicast emdticast

The Resource and Admission Control (RAC) [Ref 32Zhie building block responsible for these function
The RAC is able to interact with the following thrmain architectural blocks:

e Authentication and Session Management: RAC recee&surce reservation requests and output noititsit
the status of requests

e Transport Processing Functions: RAC enforces padigieceives resource reservation requests andyemttee
network status

* Network Attachment: RAC receives the subscribeeas@rofile and location information
The RAC supports QoS resource reservation mechanigggered in two ways:

« “Push” mode: the RAC pushes traffic policies to tlsport processing functions on receipt of aiest|for
resource reservation coming from the Authenticatind Session Management

* “Pull” mode: traffic policies are “pulled” by theansport functions from the RAC on receipt of reseu
requests coming from the Transport Processingtlam(e.g. in case of IGMP/PIM) [Ref 10] [Ref 11]

The Push and Pull models and related mechanisneoardinated by the RAC, to ensure the appropgatiey
enforcement for both unicast and multicast servisee Appendix E for details).
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5.4.1 RAC functional description and deployment opt lons

Authentication and Session

Management
—— Gq’
Resource Admission
Control
SPDF
A-RACF
Re
| A-RACF | | A-RACF |
I | [ |
S S A [0
i i i i Transport
! RCEF | ! RCEF | Processing
L****T*****J L****ﬁ******‘ Function
ITF | BTF BTF

Transport Access ,7 Transport Remote
access Node aggregation Node

Figure 5-8: Resource and Admission Control Architeture

The RAC functional entities are:

 A-RACF (Access Resource Admission Control Functigeyforms admission control and derives the traffi
policies that are installed in the RCEF.

« SPDF (Service-based Policy Decision Function):violes a single point of contact for the Authenimatand
Session Management FE to receive resource resmmvatijuests and acts as a final Policy DecisiontRor
Service-Based Policy control.

The Transport Processing Functions involved in @ssing unicast and multicast flows are:
« BTF (Basic Transport Function): sends and recdi@®$P and PIM messages; and replicates multitass;

* RCEF (Resource Control Enforcement Function): em®traffic policies and builds and forwards adiniss
control requests to the A-RACF;

To maximize performance a distributed architecisifgossible; in particular, depending on operatdicy, the A-RACF
may be located in any Transport Processing Funciiale. All Transport Processing Function Nodes hiagdollowing
deployment options:

* BTF only; in this case policies are not enforcethatTransport Node;

« BTF + RCEF; in this case a centralized resourceagimiission control approach is used;

e BTF + RCEF + A-RACF,; in this case a distributedorgge and admission control approach is used;
The interfaces between the functional entities are:

e RCEF - A-RACF: based on the same protocol as betueen the Authentication and Session Management
and the Resource and Admission Control FunctienDiameter [Ref 27]. The RCEF - BTF interface ban
considered an internal Transport Processing Fumeiitterface.

* A-RACF — A-RACF: Inter A-RACF interface when mulgpA-RACFs are present. One A-RACF could
delegate the control of a resource to another A-RA@ough this interface.
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A more detailed description of the RAC behaviothwxamples of specific deployment scenarios,asiged in
Appendix E.

5.5 Handling of mobile terminals

Mobile phones acting as an OITF and accessing IRTS/Iservices exclusively via the 3GPP mobile acsbsdl be
handled via the required procedures defined in 3&RP37 [Ref 51].

IPTV services received through the 3GPP2 mobilessshall be handled as defined in 3GPP2 A.S004P5R

and X.S0022 [Ref 53]. For WiMax access, the comagmg reference is the WiMax Forum’s Network Atelture
Release 1.5 [Ref 54].
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6. High Level Signalling Flows (Informative)

Many of the signalling flows in this chapter hayesific protocol choices. It should be noted thaise are only
examples.

6.1 Network Attachment

Network attachment aims at providing IP addresadscanfiguration information to elements in the €amer Domain
prior to any other action regarding IPTV servicBse provision and management of IP addresses lasbin aspects.

IP address management within the Consumer NetworkThis deals with the attachment of the IG, AG an@iFXo
the WAN Gateway. The WAN Gateway could act as a PHB&rver and a NAT. This type of attachment alltvesIG,
AG and OITF to communicate with each other withia tesidential network.

In the unmanaged network model, this allows theFXidsend and receive messages from the Internet.

IP address management for communication with the Rwvider Network (Managed Network model only):2 cases
can occur

e The WAN Gateway translates the in-home IP addi@ss P address recognizable to the provider'sesdirg
plan. In this case a NAT is needed.

« The WAN Gateway assigns an IP address to the IGaA@GOITF from the managed network’s IP addressing
pool. In this case no NAT is needed. Configuratidormation (e.g. DNS server) is obtained direttjythe
OITF, AG and IG.

Note: It is mandatory that the WAN gateway supportsftimetionality of translating the in-home IP addes$o IP
addresses recognizable to the provider's addrepingIn this case, a NAT is needed.

6.2 IPTV Service Discovery and Selection

The IPTV Service Discovery is a mechanism to enahléTF to discover IPTV Service Providers and IPS@¢vices
provided by a specific IPTV Service Provider. Thegedures of IPTV Service Discovery consists offtlewing three
steps which are consistent with DVB-IP Service Disry and the discovery information is based on BRESD&S
records for both managed network and unmanagednetw

Step 1. Determination of the IPTV Service ProvideDiscovery entry points.
This procedure is the bootstrap of IPTV Servicecbigry, where the ITF finds the entry point(s) foé t
IPTV Service Provider Discovery functional entifyne mechanisms to determine the entry point(s) can
be different between the managed and the unmamagdédls. For example, in case of the managed
model, the Network Attachment functional entity gaovide the IP address to start the IPTV Service
Provider Discovery phase.

Step 2. IPTV Service Provider Discovery.
This is the procedure where the ITF retrieves tifiermation about each IPTV Service Provider. This
information is located at the Service Provider Bigry functional entity, addressed by the entry
point(s) found as a result of step 1. This infoipratan be provided either as a web page or based o
XML data, such as a DVB-IP Service Provider(s) Disery Record. It includes the names of IPTV
Service Provider(s) and related attributes (elgga image of the IPTV Service Provider, the means
retrieve IPTV Service Discovery information, et@his information will be used by the ITF to perfor
IPTV Service Provider selection.

Step 3. IPTV Service Discovery.
After selecting one IPTV Service Provider from tisé obtained in step 2, this procedure allowsliffe
to get information about IPTV Services offered by selected IPTV Service Provider. This information
is located at the Service Discovery functionaltgntn this step, the term “services” includes &nd'V,
CoD, nPVR, etc. The IPTV Service Discovery inforioatcan be provided either as a web page or as an
XML record, such as a DVB-IP Offering record witketled extensions (including the start-up URL for
DAE, entry point for the DVB-IP Broadband Contentie Record and so on).

Note that in the case of 1-to-1 relationship betwie Service Platform Provider and the IPTV SerRcovider, the
IPTV Service Provider Discovery phase (Step 2) waaturn a single record; therefore, in such aagpént, the
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subscriber does not have to select the Serviceéd&oand Step 1 could directly provide the addodgke IPTV Service
Discovery functional entity.

Note that step 2 and step 3 can be repeated wittemgssarily performing step 1.

When the Service Discovery and Selection Infornmatibanges, the IPTV Service Provider Discovery FEPoV
Service Discovery FE should inform the ITF aboig tthange

The sequence in Figure 6-1 shows a high leveffloall for IPTV Service Discovery followed by calldivs for IPTV
service access, such as retrieving documents fd& 8#d retrieving content guide metadata. Eachflca¥l can include
an optional authentication step to avoid unautlatriaccess to the IPTV services.

Network IPTV S_erwce IPTV Service P IPTV
'TF Attachment Provider Discove! Application EERELE
Discovery i PP Control

Assume network
Is connected

O Step 1. Determination of the IPTV
a4 Service Provider Discovery Entry point

Step 2. IPTV Service Provider
IPTV

: Discovery
Service _<

Discovery
Process

Step 3. IPTV Service Discovery Information

-

AV ANIAN

Retrieval of Documents for DAE

IPTV
Service

Access <

Process
(examples)

Retrieval of Content Guide Metadata (BCG)

Figure 6-1: High level steps in Service Discoveryna Service Access
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6.2.1 IPTV Service Discovery and IPTV Service Acces s Procedures for
Unmanaged Networks

This section describes the IPTV Service Discovey Service Access procedures for unmanaged netwasks
described in section 5.3, the minimum set of fuorai entities needed to access unmanaged IPT\tssrare the OITF
and the WAN Gateway; thus, the IPTV Service Disegwand Service Access procedures for unmanagednetve
shown hereafter considering only these entities.

6.2.1.1 High Level Procedure

Network 12107 S.e fvice IPTV Service Metadata IPTV
OITF Provider . L
Attachment . Discovery Control Application
Discovery

0. Network Attachment

1. Determination of the IPTV
Service Discovery entry point

2. IPTV Service Provider Discovery
(finds out about all IPTV service providers)

3. IPTV Service Discovery

4. IPTV Service Access

Figure 6-2: High level steps for Service Discovergnd Service Access for unmanaged networks

The IPTV Service Discovery and IPTV Service Acoasscedures for an unmanaged network comprise a aeuaib
steps, as shown in Figure 6-2:

1. Determination of the IPTV Service Provider Discoventry point

2. IPTV Service Provider Discovery

3. IPTV Service Discovery

4. |PTV Service Access (e.g. Access to the Contentl&uivia metadata or web page)

These steps are described in detail below.

0. Attachment to the network, where the OITF olgaonnectivity to the unmanaged network through the
WAN Gateway

1. Determination of an IPTV Service Provider Digexy entry point. This is an internal process ia ®ITF.

2. The OITF initiates the IPTV Service Provides@ivery using this entry point. In this step, thgV

Service Provider Discovery functional entity proescthe list of IPTV Service Providers and inforroati
that is used in the next step (e.g. IPTV Serviavider name, IP address, protocols to be used)

3. The OITF initiates the IPTV Service Discoveny.this phase the OITF selects an IPTV Service Eenand
obtains the list of IPTV services available fromattepecific IPTV Service Provider

4. The OITF can select and access an IPTV sem@igeaccess the Content Guide.
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6.2.1.2 Determination of the IPTV Service Provider  Discovery entry points

For unmanaged networks, the OITF determines thg potnt(s) with the following options. There is pdority order
for these options.

«  Manual

The End User manually enters a URL or an IP ad{fregs The OITF should provide a means to allowsise
enter an entry point easily, e.g. bookmark, or diéfdRL and the means by which this is achieve@IiEF
vendor dependent.

e Pre-Configured
Optionally, all the necessary information can be-gonfigured in the OITF.
« DHCP Configuration
Optionally, the OITF retrieves provider discoventrg points via DHCP configuration parameters. Thaauld

be provided by the ISP to which the residentialvoek connects.

6.2.1.3 IPTV Service Provider Discovery

The OITF requests the information on the availdBIEV service providers from the IPTV Service Praridiscovery
functional entityvia HTTP(S).

IPTV Senvice

OITF Discovery

1. HTTP(S) request for IPTV service
provider discovery information

v

2. HTTP(S) response of IPTV service
provider discovery Information
Response (Set of SPs SD Service-
URI & related information like icons)

o

Figure 6-3: IPTV Service Provider Discovery for unnanaged networks

6.2.1.4 IPTV Service Discovery
The Service Discovery Record can be delivered idi{S) as XML data(DVB-IP SD&S Record) or as a Web Page.

IPTV Service

OITF Provider IR SSies

Discovery

Discovery

1. HTTP(S) request for IPTV service
discovery information (R-URI=IPTV SD Service-URI)

v

2. HTTP(S) response of IPTV service discovery
information (List of Services, CG Address, etc)

Pl
<

Figure 6-4: IPTV Service Discovery for unmanaged rtevorks
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6.2.1.5 IPTV Service Access

The following figure shows the call flow for obté&ig the Content Guide, which is an example of IPSBWice access.

Metadata IPTV
Sl Application

1. HTTP(S) Request for Content
Guide information

v

Retrieval of
Content Guide

as Metadata 2. HTTP(S) Response of Content

Guide Information (DVB-IP BCG

XML data)
~
1. HTTP(S) Request for Content
Guide information (Web)
Retrieval of
Content Guide
as Web page 2. HTTP(S) Response of Content
Guide Information (XHTML data)
-

Figure 6-5: IPTV Service Access for unmanaged netwiks

6.2.2 IPTV Service Discovery and IPTV Service Acces s Procedures for
the Managed Model

This section describes the IPTV Service Discoveiy Service Access procedures for managed netwAskdescribed
in Section 5.3, the minimum set of functional eesitneeded to access the managed IPTV servictisea@ TF, the IG
and the WAN Gateway; moreover, the AG can be intced as an optional functional entity in some dgplent
options.

The IPTV Service Discovery and Service Access pioces are shown hereafter, starting from a higbtiprocedure
description and then detailing two cases basedvordifferent deployment options. Section 6.2.2.@vet the case where
just the IG is deployed, while Section 6.2.2.3 dibéss the case where the AG is also deployed tegettih the IG.

Although the flows depicted in this section explicshow the HNI-IGI based communication between@TF and IG,
it must be noted that in the case where a devipéeiments both the OITF and IG, this type of commatibn may not
be required.
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6.2.2.1 High Level Procedure

IPTV Service IPTV
Network ( {
AttachmentJt ASM J ‘ SSO J L AP J L Erowder J L $erwce
Discovery Discovery

0. SPP Attachment

OITF IG

IPTV App
Metadata
Control

1. Discover IG

2. IMS Registration

3. GBA Bootstrapping Procedures

4a. IPTV Service Provider Discovery (finds out about all IPTV Service Providers)

4b. IPTV Service Discovery

5. IPTV Service Access

Figure 6-6: High level steps for Service Discovergnd Service Access for managed networks

The managed network Service Provider Discovery aap a number of steps as shown in Figure 6-6:

0. Attachment to the Service Platform provider (BPP

1. Discovery of the IG. The OITF is turned on aitiins the entry point for the IPTV Service Provide
Discovery from the IG. The determination of the YPService Provider Discovery entry points can be
achieved in a number of ways e.g. pre-configuratibiine 1G or using a specific event package, #reise
provider discovery request can be forwarded taafifropriate Service Provider Discovery FE.

2. Registration with the SPP (IMS Registration)
3. GBA bootstrapping procedure

4a. IPTV Service Provider Discovery: The OITFimtiés the IPTV Service Provider Discovery. The &erv
Provider Discovery FE provides the list of IPTV @ee Providers and information used for the negpst
(e.g. IPTV Service Providers’ name, IP addressopals to be used).

4b. IPTV Service Discovery: The OITF initiates IRV Service Discovery. In this step, the OITF s&dean
IPTV Service Provider and obtains from the Serigcovery FE the list of services available froratth
specific IPTV Service Provider.

5. The OITF can select and access an IPTV semige,access the Content Guide, via metadata ebgpage.

In the case where there is a 1-to-1 relationshipvdéen the Service Platform Provider and the IPTi8e Provider, the
Service Provider Discovery phase will return a krrgcord; therefore, in such a deployment, thessuiber would not
select the service provider and the initial respdnsService Provider discovery could return thérasls of the Service
Discovery functional entity.
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6.2.2.2 IPTV Service Discovery and Service Access f or Residential networks with
an IG

6.2.2.2.1 High Level Step 4a — IPTV Service Provide r Discovery

IPTV IPTV Service

OITF I1G ASM Control

Provider
Discovery

1. HTTP(S) Request for IPTV
Service Provider information

>

2. SIP: SUBSCRIBE R-URI=IPTV SPD Service-URI
(Event= IPTV-SPD-event-package, OITF specific information)

Validate originating iFC
for service access

3. SIP: SUBSCRIBE (R-URI=IPTV SPD Service-URI)
>

4. SIP: 200 OK

<«

5. SIP: 200 OK

<

6. SIP: NOTIFY (Set of IPTV SPs SD Service-URI and
‘related information such as icons...)

<«

7. SIP: NOTIFY (Set of IPTV SPs SD Service-URI
and related information such as icons, protocol and
address to be used for Service Discovery ...)

d
w

8. SIP: 200 OK

v

9. SIP: 200 OK

v

10. HTTP(S) Response (Set of IPTV
SPs SD Service-URI and related
information such as icons...)

d
<

Figure 6-7: IPTV Service Provider Discovery for a nanaged network

The call flow in Figure 6-7 shows the case wheee@hTF requests, via the IG and the ASM, informatdout the
available IPTV Service Providers from the Servicevitler Discovery FE

Assumptions for this signal flow are that:
e The IG is registered with the SPP.
* The SPP has configured the IG.

e The IG knows the service URI of the IPTV Servicewrder Discovery FE. This FE’s service URI as vadithe
protocol to use to access it may be well known withe SPP domain.

In signals 2-7 the IG obtains a list of IPTV Seevieroviders available via the SPP. The resultisfhase (step 10) is
the retrieval of the list of IPTV Service Providensd related information (e.g. the IPTV ServicevRters’ name, IPTV
SPs SD Service-URI (address of IPTV Service Disppeatity), protocol to be used for Service Disagye

It is recommended that a well known Public Senitantifier (PSI) is assigned for the IPTV Servigewder Discovery
functional entity. This well known PSI, which isSéP URI, simplifies the remote configuration of I&sd allows IMS
routing to be fully exploited.

The User Database is configured with the origirgfilier criteria necessary to route the SIP SUBSERmessages
from authorized users to the correct FE. In otdensure that unauthorized users do not get atedise Service
Provider Discovery FE, the PSI should not be canfig in the DNS of the Service Platform Provider.
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HTTP can optionally be used in this signal flow.

6.2.2.2.2 High Level Step 4b — IPTV Service Discove ry

This procedure can be performed via the use of H{E&Be 1), or IGMP/multicast (case 2), dependintheriprotocol
to be used for Service Discovery” info obtainedHigh Level step 4a (see Figure 6-7).

IPTV Service Discovery — Case 1 — Using HTTP

IPTV

OITF 1G Service
Discovery

HTTP(S): Request for IPTV Service Discovery Information

HTTPS: Response (List of Services, EPG Address)

<«

Figure 6-8: HTTP-based IPTV Service Discovery
The IPTV Service Discovery address is obtainedhénttigh level step 4a shown in Figure 6-6.

In the flow shown in Figure 6-8, the OITF receities address from where it can obtain the Conteideésas well the
protocol to be used (via multicast or unicast).

The Service Discovery Record can be deliveredaeddhlF as XML data (for the metadata client) or abAPage (for the
DAE).

IPTV Service Discovery — Case 2 — Using IGMP multast

Transport

IPTV Service

OITF Processing Discovery

Function

IPTV Service Discovery
information

-
«

IGMP: JOIN

v

IPTV Service Discovery information

a2

Figure 6-9: Multicast-based IPTV Service Discovery
The IPTV Service Discovery multicast address isolgd in the high level step 4a shown in Figure 6-6

In the flow shown in Figure 6-9, the OITF joins thgpropriate address using IGMP to obtain the IR&kice discovery
information as XML data (for the metadata client).
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6.2.2.2.3 High Level Step 5 - IPTV Service Access -

Obtaining the Content Guide

Transport Metadata

ol 15 Control

Processing
Function

Multicast option,
retrieval of
Content Guide
metadata

Unicast option,
retrieval of <
Content Guide
metadata

Unicast option,
retrieval of
Content Guide
as Web page

Triggered by an IPTV Service Provider that is Selec  ted

(
Content Guide
IGMP: JOIN
__Content Guide

-
(" HTTPS Request for Content Guide N

T T T T T T m T m 1

1 GBA Based Authentication (optional) !

1

TTPS Response (Content Guide)

(" HTTPS Request for Content Guide

IPTV

Application

TTPS Response (Content Guide)

AT

Three possible

Figure 6-10: Access to Content Guide

flows are shown in Figure 6-10:

« Metadata based Content Guide delivered via mutticas

*« Metadata based Content Guide delivered via unicast.

« Content Guide delivered via unicast in data fornsagsported by the DAE (e.g., HTML Web Page).
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6.2.2.3 IPTV Service Discovery and Service Access f or Residential Networks with
an IG and an AG

6.2.2.3.1 High Level Step 4a - IPTV Service Provide r Discovery

IPTV IPTV Service
OITF AG +IG ASM Control Erowder
Discovery

1. HTTP(S) Request for IPTV Service

Provider Discovery Information
g
Ll

2. SIP: SUBSCRIBE R-URI=IPTV SPD Service-URI

(Event= IPTV-SPD-event-package, OITF specific information)
| -
Ll

Validate originating iFC
for service access

3. SIP: SUBSCRIBE (R-URI=IPTV SPD Service-URI)

|

4. SIP: 200 OK

<«

5. SIP: 200 OK
dl

«

6. SIP: NOTIFY (Set of IPTV SPs SD Service-URI and
related information such as icons)

d

N

7. SIP:NOTIFY (Set of IPTV SPs SD Service-URI and related information such as icons )

8. SIP: 200 OK

" 9. SIP: 200 OK

\ 4

AG creates a new presentation of
the Service Provider Discovery info.

10. HTTP Response with list of Service Providers

Figure 6-11: Steps in Service Provider Discovery fa residential network with an AG and an IG

The call flow in Figure 6-11 is very similar to th@-only case. The only difference is that the A@rcepts the data,
generates a web page and sends its address (URLE @ITF for retrieval.

The assumptions for this signal flow are that:
e The IG is registered with the SPP.
e The SPP has configured the AG+IG.

e The AG+IG knows the Service-URI of the IPTV Servitvider Discovery FE. This FE's service-URI adlwe
as the protocol to use to access it may be welvkneithin the SPP domain.

In signals 2-7, the AG+IG obtains a list of IPTVr@ee Providers available at the SPP and convkigdriformation into
a suitable format, among those supported by the .OAES conversion can be required, for examplehtange the look
& feel of the page listing the Service Providers

Note that Service Provider Discovery info can bivdeed as XML data (for the metadata client) orad@rmats
supported by the DAE (e.g., HTML web page).

Analogous to the case where only the IG is deplpigesl recommended that a well known Public Sexvaentifier
(PSI) is assigned for the IPTV Service Providercbigery functional entity.. This well known PSI, whiis a SIP URI,
simplifies the remote configuration of IGs, andals IMS routing to be fully exploited.

The User Database is configured with the origirggfilier criteria necessary to route the SIP SUBSERmMessages
from authorized users to the correct FE. In otdensure that unauthorized users do not get atedlse Service
Provider Discovery FE, the PSI is should not befigomed in the DNS of the Service Platform Provider

HTTP can be optionally be used in this signal flow.
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6.2.2.3.2 High Level Step 4b — IPTV Service Discove ry

This procedure can be performed via the use ofMigeither HTTP, or IGMP/multicast, depending oe tprotocol to
be used for Service Discovery” information obtaimedtep 4a of the high level procedures (see Ei§udr). For the sake
of simplicity, no call flows are shown here as tleer cases are very similar to those describ&eation 6.2.2.2.2.

6.2.2.3.3 High Level Step 5 — IPTV Service Access

OITF AG +IG IS

Control

~ | HTTP Request for Content Guide
I

HTTPS GET

v

Content Guide :HTTPS Response (Content Guide as XML data)

as Metadata <

AG creates a new XML file id needed
and send it as XML data (metadata)
to the OITF

HTTP Response with Content Guide
<«

RUI Server transactions > HTTPS GET

v

. HTTPS Response (Content Guide as XML data)
Content Guide <

as Web page <

AG creates a new Content
Guide HTML web info

RUI Server transactions

I

~

Figure 6-12: Steps for Service Access in a residéaitnetwork with an AG and an IG

Figure 6-12 shows XML data for creating the Conteantde (CG) being retrieved using HTTP.

6.2.3  Consolidated service discovery of managed and unmanaged
services

For an OITF connected to a managed network, th&=@i&y present a consolidated view of the servitdered

from the managed network, and also whatever idablaifrom the default service discovery mechanifansinmanaged
network based SPs. At this point, if the userlisvadd to enter preferences regarding the firstesgrehis will be seen
when the OITF is powered on the next time.

6.3 User Identification and Authentication

For IPTV services that require service access aathtion, the user is identified and authenticdiganeans of some
pre-established credentials (such as user nampaamsavord, or IMS Private Identity [Ref 15] and esponding long-
term secret key). This section provides high-leweksage flows for user identification and authetion — for the case
of unmanaged as well as managed networks.

For managed networks, the following user authetitinanethods shall be supported: IMS AKA and Sligd3i
[Ref 18]. HTTP Digest (RFC 2617) [Ref 16] and SSLFIRef 35] shall be supported for the case ofuhmanaged
network model.
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For Single Sign-on, 3GPP's Generic Bootstrappinthidecture (GBA) (3GPP TS 33.220) [Ref 25] shalsbpported
for managed networks, and SAML web browser-bas&d &8hentication [Ref 50] shall be supported fomanaged
networks. The Single Sign-on mechanisms providethbyGeneric Bootstrapping Architecture may alsaygicable
for the unmanaged network model when UICC-based éMtBentication capability is available in the home

6.3.1 Unmanaged Networks

For unmanaged networks, the solution should usePHDigest Authentication [RFC 2617] [Ref 16] in orde identify
and authorize users for IPTV service access. TheRHDigest Authentication scheme improves the HTEBIB
Authentication method by transmitting cryptographéshes of passwords and other relevant data ithefe¢eansferring
passwords from clients to servers as clear tegtirEi6-13 depicts the call flow for HTTP Digest Aehtication between
the relevant functional entities.

User

OITF SAA Database

1. GET <resource>

v

Host: <server name>

2. 401 Unauthorized
-

WWW -Authenticate: Digest
nonce=<nonce>
realm=<realm>

[aop=<qop>]

3. GET <resource>

v

Host: <server name>
Authorization: Digest
username=<username>
realm=<realm>
nonce=<nonce>
response=<response>
[cnonce=<cnonce>]

4.200 OK

Authentication-Info:
nextnonce=<nextnonce>
[qop=<qop>]
[rspauth=<rspauth>]
<token>

Figure 6-13: Identification and Authentication using HTTP Digest in the case of unmanaged networks

The following is a description of the various megsa

1. OITF to SAA: HTTP GET
The OITF sends an HTTP GET request to the Servame#s Authentication (SAA) function. This request
indicates the resource desired by the OITF (ergsaurce> = /supercoolvideos.html) and the nantbeof
server hosting the desired resource (e.g., <seasme=www.coolvideos.com).

2. SAA to OITF: HTTP 401 Unauthorized
Since access to the requested resource is prot¢ioee8AA sends an HTTP 401 Unauthorized respanse t
the OITF. This message contains a WWW-Authentibataer field which indicates that the OITF has to
authenticate using the HTTP Digest method. Toehis, this response message also includes a random
value called nonce and the realm to which the retgaeresource belongs (e.g., <realm> =
supercoolvideos@coolvideos.com). The Quality ot&ution (qop) parameter is optional but if includsd
the HTTP Server, not only the OITF can be authatgit by the SAA but also vice versa (see step 3tand

3. OITF to SAA: HTTP GET
The OITF resends the HTTP GET request to SAA,tthie also including an Authorization header field i
order to get authenticated by SAA. This headed$i@ontains a user name valid for the realm intiues
and the response digest that the OITF has calcutetsed on input of the user name, corresponding
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6.3.2

password, realm and other data. If the HTTP 401saggsin step 2 contained a qop parameter, the OITF
challenges the SAA function for authentication bgluding a client nonce (cnonce). On receptiorhis t
HTTP GET message, the SAA compares the response rateived from the OITF to the expected
response value. (The SAA function obtains, at Ipasty, this expected response value from the User
Database. The interface between the HTTP ServeA)8Ad the User Database is out of scope of thexOpe
IPTV Forum specifications.)

SAA to OITF: HTTP 200 OK

If the response value received from the OITF eqtdsxpected response value (successful casegAthe
sends an HTTP 200 OK response to the OITF congifiithentication-Info header. The OITF can later on
use the information in this header to send the HGEH request with an Authorization header including
this value to authenticate the OITF and gain IPE€kige access. In case the SAA included a qop peteam
in message 2, this HTTP 200 OK message also caraaiesponse auth digest value (rspauth) calculated
using the cnonce value sent to the SAA in steph® iSpauth value enables the OITF to authentitate
SAA.

Managed Networks

In the managed network case, user identificatiahaarthentication is based on either the 3GPP IMthéntication and
Key Agreement (AKA) or on SIP Digest [Ref 18] .

User authentication occurs during IMS Registratighich occurs either when:

a. The IG is powered up

or

b. The end user explicitly logs on for personalizedises
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6.3.2.1 IMS AKA

To support IMS AKA, a UICC with an ISIM or USIM afipation must be integrated into the IMS Gateway)(IFrom
the IMS point of view, the IG thereby takes theerof an IMS Subscriber. The UICC stores a long-teearet key K
which is shared between the ISIM or USIM applicatésd a User Database belonging to the networlatqrethat
provides the ISIM or the USIM. The following figuskows the high-level message flows for user ifieation and
authentication based on the IMS AKA procedure:

OITF G ASM T

Database

1. Registration Request

2. SIP REGISTER <HN>

|

To: <IMPU>

From: <IMPU> 3. DIAMETER MAR >
Contact: <IP Address> <IMPI>

Authorization:

username=<IMPI>
4. DIAMETER MAA

o
. SIP 401 Unauthorized <IMP1>
- AV=<RAND, AUTN,
WWW-Authenticate: XRES, IK, CK>

nonce=<RAND, AUTN>

6. SIP REGISTER <HN>

To: <IMPU> "

From: <IMPU>

Contact: <IP Address>

Authorization:
username=<IMPI>
response=<RES>

. SIP 200 OK

“01

8. Registration Response

Figure 6-14: Identification and Authentication using IMS AKA in the managed case

The following is a description of the message fl@hswn in Figure 6-14:

1. OITF to IG: Registration Request
The OITF sends a request for registration to th8 ¥ateway (IG), when needed (case b. The end user
explicitly logs on for personalized services)

2. IG to ASM: SIP REGISTER
This request contains the domain name <HN> of thgdential network as read from the ISIM, the peva
and public IMS identities <IMPI> and <IMPU> of th@&, as well as IG's IP address (obtained prioM8 |
AKA). Besides the IP address, all these data aé fiom the ISIM.

3. ASM to User Database: DIAMETER MULTIMEDIA AUTHERQUEST (MAR)
ASM requests authentication data from the User lizeta with respect to the IMS subscriber (IG) idedi
by <IMPI>.

4, User Database to ASM: DIAMETER MULTIMEDIA AUTHRSWER (MAA)
The User Database sends an Authentication Vectfstp the ASM containing the following data: rarmdo
challenge RAND, answer XRES expected by the 1Gap §, network authentication token AUTN, integrity
key IK, and ciphering key CK. The authenticatiokegn AUTN contains a message authentication code
(MAC) enabling the IG to authenticate the HN (sep $8).

5. ASM to IG: SIP 401 Unauthorized
At this point in time, the ASM denies the |G auttiestion. Instead, it sends a SIP Unauthorized agss
with a WWW-Authenticate header to the IG. This hevazbntains RAND and AUTN. After reception of this
message, the IG verifies the message authenticadiebe contained in AUTN thereby authenticating its
Residential network.
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6. IG to ASM: SIP REGISTER
ISIM computes the value RES on input of its versibthe secret key K stored on the UICC of theT@e
IG sends a new SIP REGISTER request to the ASM titme with RES as response to the challenge the
ASM initiated in step 5.

7. ASM to IG: SIP 200 OK
If RES = XRES (successful case), ASM considerd@as authenticated, and binds <IMPU> to the IP
address <IP address>.

8. IG to OITF: Registration Response
The IG informs the OITF about the result of theisirgtion procedure. (when step 1 is needed)

In case of success, the ISIM of the IG is ableetam its knowledge of the secret key K and thiaenitcation token
AUTN, to calculate the same values of the intedtty IK and the ciphering key CK as those thatABM received in
step 4 from the User Database. The IG and the AS#MK and CK to establish IPSec Security Assoaiatifor
protecting SIP signaling messages over the IG — ASfigrence point.

6.3.2.2 SIP Digest
SIP Digest follows the 3GPP TS 24.229 specificaf®af 18].

6.3.3  Usage for GBA in the Unmanaged Model

In case where IMS-based authentication capabdigupported and available in the home, the GBAISiSggn-on
procedure can be used when accessing IPTV Apmlit&ervers that trust these IMS-based user credefdr service
access. The unmanaged model shall use the samammsotdeployed in the managed model with regatbeausage of
GBA. This applies in both the residential netwonkidhe SPP network.

6.4 Unicast Session

There are a number of IPTV services that use undiery for all or part of their content deliyessuch as:

* CoD, Content on Demand: End users can order vitteoagh a CoD catalogue and have them streamed
directly to the ITF

* nPVR, Network-based Personal Video Recorder: Alloge®rding of programs on the network side, whieh a
delivered as a unicast stream when played back.

e Time Shifting: This allows the end user to paus&ind and fast forward to the current position hestuled
Content program. At the pause request, the netatarks recording the session so that subsequenactsens
(e.g., play, rewind) results in a unicast nPVR iegss

6.4.1 Unicast Session Setup (managed model)

Figure 6-15 shows a high level call flow for a wastsession setup based on the above descriplibasinicast session
setup procedure includes the following three dail$:

e Service Session setup.
»  Secure Channel setup for the Content Delivery Sagsiptional).

e Content Delivery and Control.
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Each of the above call flows will be describedéparate sub-sections.

IPTV

Control CDNC CcC CDF

OITF IG RAC ASM

Service Session Setup call flows

Secure Channel call flow

Content Delivery and Control

Figure 6-15: Overall Description of the call flows

6.4.1.1 Service Session Setup Description

The Service Session establishment in the managedrnemodel involves the OITF, the IG, the IPTV Ga, the
CDNC, the “Authentication and Session Manageme®\X and the “Resource and Admission Control (RAC)”

functional entities.
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IPTV
Control

OITF IG ‘ RAC ’ ‘ ASM ’ ‘ CDNC ’ ‘ CcC ’ ‘ CDF

1. User selects
unicast content
—_—

OITF acquires content
IDs, any necessary
information to make an
SDP offer including IP
addresses and ports for
media delivery, and/or
locators.

2. HTTP session setup request (POST message)l
—>

3. Service session setup request
>
»

Resource Reservation Phase

4. Service session setup request
e

Validate request
Select CDNC

5. Service session setup request

6. Service session setup request
>

7. Service session setup request
—>
Select CDF

—

Content Delivery Session
Setup (getting RTSP session ID)|

8. Service session setup Response
9. Service session setup Response

w

10.Service session setup Response
—_—

11.Service session setup Response
—

Resource Commit Phase

12. Service session setup Response
>
hal

13. HTTP session setup response
(SIP session ID + RTSP session ID)

—

Figure 6-16: Service Session Setup Call Flow

The following is a description of the interactianghe call flow shown in Figure 6-16:

1. The sequence is triggered by an action fronuiee. The user requests content from the CoDaratal or
selects some content stored in an NPVR, whichtsesuh unicast session.

The OITF acquires all the necessary informatioruabize selected content that allows it to make @R S
offer. The SDP offer must include the IP addressaort of the OITF, which is the destination addresthe
stream for the selected content.

2. The OITF sends an HTTP session setup requéseé 6. The request includes the selected cordeartd
the corresponding SDP offer.

3. The IG sends a Service session setup requ&stNSITE) to the ASM in the IMS core network.

The ASM uses the services of the “Resource and #slom Control” functional entity to perform resogrc
reservation.

The ASM forwards the request to the IPTV Contraldiional entity.

The IPTV Control authorizes the request based enRiV User Profile. The IPTV Control selects the
appropriate CDN Controller. Optionally, the IPT\1@Erol interacts with another functional entitytha
performs that task.
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5. The IPTV Control forwards the request to theMAfer routing to the selected CDN Controller.

6. The ASM routes the request to the target Camdetivery Network Controller. The CDN Controlleydates
the appropriate Cluster Controller that can sertheerequest.

7. The Content Delivery Network Controller forwartthe Service session setup request to the chdasteC
Controller

The Cluster Controller analyses the Service sess#tup request in order to choose the appropriattett
Delivery Function (CDF) based on its status, oggtiand load (e.g. number of outgoing streams). Blester
to Annex C for more information about CDNC/CC/CDdtextion.

The Cluster Controller then sets up the conterivelsl session (RTSP session) for the requestedngrand
establishes a binding between the service sesebtha corresponding content delivery session.

8-11. The content delivery session identificatismgturned, through the Service session setupmespback to
the ASM.

The “Authentication and Session Management” FEes$ the “Resource and Admission Control” FE to
commit the reserved resources.

12. The ASM forwards the Service session setuporespto the IG

13. The IG sends an HTTP response to the OITHribhtdes the content delivery session identifief SR
session ID), and all relevant information to allthe OITF and the user to start viewing.

6.4.1.2 Securing Content Delivery Session Signallin g (optional)

As shown in the HLA in Figure 5-2, a secure chamael be optionally established between the OITFthadluster
Controller prior to any exchange of signalling meggss. In particular, this allows the Cluster Cdigraand the OITF to
mutually authenticate each other. This is partituleritical in environments where direct commurioa without such a
secure authenticated channel is not desirable beaafipotential security risks.

Note that the secure channel can be torn down wiee is no signalling to be exchanged betwee®ii€ and the
Cluster Controller. Thus, the secure channel casebep on demand.

Figure 6-17 depicts the actual call flow over sackecure tunnel.

oITF G RAC ASM IPTV CDNC cc COF
Control
1. Establish TLS channel and perform server authentication >

2. Start stream control

2. Start stream control
—_—>

»
>

The Cluster Controller will
authenticate the OITF

3. Start stream control

4. Success
‘5. Success
46. Media stream
Figure 6-17: Securing the Content Delivery Signalfig
The steps in this call flow are as follows.
1. The OITF establishes a TLS channel with thectetl CC to serve the user. Server authenticetion

performed by the OITF in this step.
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2. The OITF starts streaming control to start Wgnthe selected content.
The CC needs to authenticate the OITF before iipsathe message to the CDF.

3. Once mutual authentication is successfully deted, the CC proxies the start stream control ags$o the
CDF.

4-5.  The successful response from the Contenv®mglifunctional entity is proxied all the way t@t®ITF.

6. Following that, the media streaming starts.

6.4.1.3 Content Delivery

After the service and content delivery sessionsatep, as explained in Section 6.4.1.1, the Ol3ésuhe content
delivery session ID to stream and control the aunteceived from the CDF. A logical binding exibtetween the
service session and the content delivery sessimmbinding is maintained by the CC, as well ad®i@/ Control FE.

The steps in this call flow depicted in Figure 6&k8 as follows.

e Stream Control requests generated by the OITFaageted to the CC. The CC proxies those requesteto
appropriate Content Delivery Function.

* The Content Delivery Function streams the mediaatly to the OITF.

Content
Delivery
Function
1.xy

Cluster

OITF Controller
1.x

Stream control request

v

Stream control
request

Media Stream

<

Figure 6-18: Content Delivery Streaming Control

6.4.2  Unicast Session Modification (managed model)

There are a number of use cases that can lead teetid for session modification. Examples inclingenteed to receive
a second stream for “picture-in-picture”, or simpwiew a second channel in a side-by-side windgth the original
stream. These features depend on the capabiditide rendering device. The implication of the s that there can
potentially be a 1:N relationship between a sersission and the content delivery session.

Session modification can be initiated from the ObrFrom the network side. The subsequent callflshow examples
of both cases.

It is also important to note that modifying an ¢ixig session to include an additional stream isapten, while creating
a new unicast session to carry that additionahstres another. Operator policies as well as cliesign can play a role
here.

6.4.2.1 OITF- initiated session modification call f  low

Error! Reference source not found.Figure 6-19 shows a typical call flow for the miggdition of an existing unicast
session to add a new stream. Terminal capabilitiest support such a feature in the first place.

It is assumed, that a Service Session and its iassdcContent Delivery Session(s) have been estadiprior to any
modifications.

Copyright 2009 © Members of the Open IPTV Forum  e.V.



Page 77 (234)

IG RAC ASM Py CDNC cc CDF
Control

1. User adds new stream
to existing session
—_—

OITF

2. HTTP session modify request
(POST message, service session ID)
—_—

3. Service modify request

>

Resource Reservation Phase

4. Service modify request
——

Validate request
Select CDNC

5. Service modify request
—

6. Service modify request

L
7. Service modify request
—_—

—Select CDF

Content Delivery Session
Setup (getting RTSP session ID)

9. Service modify response 8. Service modify response !
P -—

<

10. Service modify response
—_—

11. Service modify response
—

Resource Commit Phase

12. Service modify response
hl

13. HTTP session modification

response (RTSP session ID)

Secure channel connection establishment and streaming control procedure

Figure 6-19: OITF-initiated Unicast Session Modifi@tion

Below is a brief description of the steps that @dnuhis process:

1. The sequence is triggered by an action fronuiee. The user requests something from the CoDogata
or selects some content stored in an nPVR. Theaaseoptionally select a new Service Session teehap
for viewing that content or he can reuse an exisBarvice Session.

The OITF acquires all the necessary informatioruétite selected content that allows it to make aieran
SDP offer. The SDP offer must include the IP adsleesd port of the OITF, which is the destinatiodrads
of the stream.

2. The OITF sends an HTTP session modify requettet IG. The request includes the selected coidetite
corresponding SDP offer, and the service sessitm lié used for that session.
3. The IG sends a Service Modify request (SIPR&TE) to the ASM in the IMS core network.
The ASM uses the services of the “Resource and #slom Control” functional entity to perform resogrc
reservation.
4. The ASM forwards the request to the IPTV Cadrfuractional entity.

The IPTV Control FE authorizes the request baseithetPTV User Profile. The IPTV Control FE seleitte
appropriate CDN controller. Optionally the IPTV i@ml FE interacts with another functional entitat
performs that task.

Copyright 2009 © Members of the Open IPTV Forum  e.V.



Page 78 (234)

5. The IPTV Control FE forwards the request toAlgM for routing to the selected CDN Controller.

6. The ASM routes the request to the target Camdetivery Network Controller. The CDN Controlleydates
the appropriate CC that can service the request.

7. The Content Delivery Network Controller forwartthe Service modify request to the chosen Cluster
Controller.

The Cluster Controller analyses the Service madifuest in order to choose the appropriate Content
Delivery Function based on its status, optionslaad (e.g. number of outgoing streams). Please tefe
Appendix C more information about CDNC/CC/CDF s&tat

The Cluster Controller then sets up the conterivelsl session (RTSP session) for the requestedengrand
establishes a binding between the Service Sesaibtha corresponding Content Delivery Session.

8-11. The Content Delivery Session identificationeturned through the Service modify responsek bathe
ASM.

The “Authentication and Session Management” inssrthee “Resource and Admission Control” to commit
the reserved resources.

12. The ASM forwards the Service modify responsthéolG.

13. The IG sends an HTTP response to the OITHrbhtdes the Content Delivery Session identifRTEP
session ID), and all relevant information to allthe OITF and the user to start viewing.

6.4.2.2 Server Initiated Unicast Session

Figure 6-20 shows a typical call flow for a newaast session generated from the network towardgiatered user.
Below is a brief description of the steps that @dnuhis process.

The sequence is triggered by an action from a miteerver. For example, the server may have leammehow that a
user is registered and decided to send an adwediggo the target user. (Note that the use oflarréising server in
Figure 6-20 is purely for use in illustrating awetk-initiated session modification, and is noemted to show how
advertising will work.)
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OITE G RAC ASM IPTV Advertising
Control Server

Action requiring
session
modification

Service session setup request

1.

2. Service session setup request
>

3. Service session setup request
<

4. Resource Admission Control check

4 Service session setup request

<«

RUI notification for
incoming session

7. HTTP POST Accept Session ( service session id)

8. Service session setup response

>

9. Resource Admission Control check

11. Service session setup response
Ll

‘12. Service session setup response

«

13. Service session setup response

v

14. ACK

o

15.ACK

v

16. ACK

«

17. ACK
P

]

18. HTTP 200 OK

«

Figure 6-20: Network initiated unicast session mofication

1. The advertising server (or any other networkesg sends a Service session setup request to the
Authentication and Session Management functiontiyen

2. The Authentication and Session Management ifumat entity, based on the Subscription profilewfards
the request to the IPTV Control for further procegs

3. The IPTV Control has the option, based on dpegaolicy, to either initiate a completely new sies for the
user or modify an existing unicast session for tisa&r. The IPTV Control functional entity is alwagshe
signaling path and retains state information fboaboing unicast sessions. In this example, tfi&/IP
Control functional entity decides to initiate a nemicast session for the target user. Hence tiatas a
Service session setup request to the ASM.

4-5.  The Authentication and Session Managemerttiumal entity performs admission control for thean
session. This step is optional for the managed imode

6. The ASM forwards the Service session setupestto the 1G.
The IG performs the necessary RUI procedures tifyrtbe OITF of an incoming session.
7. The OITF sends an HTTP POST to the IG to indidatacceptance of the incoming session.

8. The IG sends a Service session setup respookédthe ASM.
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9-10. The ASM commits the reserved resourcesi®new session. This step is optional for a managédork.
11-13. The Service session setup response is fdedall the way to the network server that initictiee session.
14-17. The network acknowledges the receipt oféisponse. This gets forwarded all the way to Ge |

18. The IG sends an HTTP response to the OITF.

6.4.3 Session Teardown (managed model)

Figure 6-21 shows a typical call flow for a unicasssion tear down.

OITF IG RAC ASM 1P CDNC cc CDF
Control

1. User requests teardown 01

an exis'[ing]| service session

2. HTTP session teardown request
(POST message, service session ID)

3. Service teardown request

>

4. Service teardown request |

~ 5. Service teardown request
—

6. Service teardown request

" 7. Service teardown request

—_—>
This sequence is < ) Delete Content Delivery
repeated for all Session

Content Delivery
Sessions 8. Session teardown response
9. Session teardown response =~ ¢———

<

|

10. Session teardown response

11. Session teardown response
—

Release Resources

| 12. Session teardown response |
<

13. HTTP session teardown
response ()

Figure 6-21: Service Session tear down call flow

It is assumed that a Service Session and one @ azsociated Content Delivery sessions are ondpeifaye teardown
can occur.

The following is a brief description of the stepattoccur in this process:

The sequence is triggered by an action from the wgdgch results in the OITF requesting the terrtioraof an ongoing
unicast session which may or may not have an ogdoia stream.

The end user requests the termination of aniagginicast service session.
The OITF sends an HTTP teardown request téGha&he request includes the service session id.
The IG sends a session tear down request tautientication and Session Management functionttye

The request is forwarded to the IPTV Controlctional entity.

o~ wnh PR

The IPTV Control uses the Authentication & $msdManagement to route the request to the apatepri
CDNC functional entity that should be contactethiandle that request.

Note that steps 5-10 are repeated for each codé&dinery session associated with the service sessio
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6. The Authentication & Session Management fumeti@ntity forwards the request to the target CDNC
functional entity.

7. The CDNC locates the appropriate CC.

The target Cluster Controller function locates @untent Delivery Function for the content deliveession,
and sends a request to terminate the streamingsess

8. The Content Delivery Function responds succéggfuthe Session teardown request.

9-11. The Session teardown response is proxidtie@livay to the Authentication and Session Managémen
functional entity.

The Authentication & Session Management functiamdity requests the release of the resources édidta
the unicast session by communicating with the Resoand Admission Control functional entity.

12. The Authentication & Session Management fumati@ntity forwards the Session teardown respomsiect
IG.

13. The IG sends an HTTP response back to the OITF.

6.4.4  Unicast Session Management (unmanaged model)

Unicast session management for media streaming immanaged network model differs from the managgaork in
that no resource management is performed in thveanket This means there is no interactive managemgthte session
— a new content delivery session is created fon eatast stream. This requires setup at the ITRla@ content delivery
function, but not in the network itself.

6.4.4.1 Access to Service Providers over unmanaged networks

This call flow is equivalent to the content gui@érieval described in Section 6.2.1.5.
6.4.4.2 Purchase of content from Service Providers over unmanaged networks

The call flow in Figure 6-22 shows the steps usepurchase service or content from an IPTV SerPieider accessed
over an unmanaged network.
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IPTV
oITF A If;;r;ion Service
i Profile

Service Access setup

1. HTTP GET/POST
(Request for selection page)

>

2. Request for user’s profile

v

User's profile

3.
<

4. HTTP response
(XHTML selection page)

Service/Content ~
selection N
by user 5. HTTP GET/POST

(Request for purchase) |

[
»

6. Request for user’s profile

v

User’s profile

7

Exact method for processing the
purchase request is not defined
(up to service provider)

8. HTTP response
(XHTML purchase result page)

Content Delivery Management

Figure 6-22: Call flow for purchase of content froman IPTV Service Provider over unmanaged networks

The following is a brief description of the stepsalved in the process.

1.

6-7.

6.4.4.3

Shows the OITF sending a HTTP GET or POST r&tfeethe IPTV Application, to acquire an XHTML
page which contains the list of content. [Note:n@igl could be substituted by the request to thealia
Control FE for XML based metadata, to be used kyMetadata-based CG client in the OITF for
presentation of a Content Guide to the user].

Involves the IPTV Application retrieving theTV User Profile from the IPTV Service Profile fuional
entity, to customize the HTML page according toter’s profile. These steps are optional.

Carries a response back to the OITF includieg®HTML page which contains the list of conteftofe:
Signal 4 could be substituted by the response icgr¥ML metadata from the Metadata Control FE, ¢0 b
used by the Metadata-based CG client on OITF fesgmtation of a Content Guide to the user].

Shows the OITF sending a HTTP GET or POST reduodke IPTV Application, to request the purchage
a specific service or content which the user hbecta.

Shows the IPTV Application retrieving the NPUser Profile from the IPTV Service Profile furati to
process the purchase request based on data isdhe profile. These steps are optional.

Carries a response back to the OITF includiegdHTML page which contains the result of the pasd
request. The actual processing of the purchaseseigidone before this step, but the exact mathodt
defined (and is specific to the service provid&his page could also include links for the coneduisition,
or an automatic redirection to the content acqoisitunction.

Unmanaged content delivery management

The call flow in Figure 6-23 shows the steps usethénage a unicast session in the case of an uge@natwork.
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Service
User Cluster Content
OITF Access .
S Database Controller Delivery
Authentication

Service Access setup

Service Purchase

1. RTSP SETUP

[

Ll
2. Setup Content Delivery
3. Setup Content Delivery response

<

il. RTSP response (session ID) — may be a redirect, in which case repeat from 1.
o

5. RTSP PLAY (session ID)

[
>

6. Play content

v

7.Play content response
8. RTSP response -

9. RTP Streamed Content

<«

OITF presents
content

10. RTSP TEARDOWN (session ID)

[
>

11. Teardown

v

12 Teardown response
:L3. RTSP response -

Figure 6-23: Call flow for unicast session manageméfor an unmanaged network

The following is a brief description of the stepsadlved in a unicast content delivery session.

1. Shows the OITF sending a setup request to thst€l Controller, to initiate a content delivergsien, using
a previously acquired SDP.

Note: The SDP describing the requested media couladtgeired from the content guide or using an RTSP
DESCRIBE [Ref 19]. The exact method is left to thetailed protocol specifications.

2-3. Involves the Cluster Controller and the Canigelivery functions setting up the necessary ueses for
content delivery.

4. Carries a response back to the OITF. If theestjis successful, a session identifier will Hameed by the
Cluster Controller. Alternatively, the response megirect the OITF to another Cluster Controller, f
example for load balancing reasons. The exact nmestnefor achieving this is left to the detailed fool
specifications. In this case, the OITF would reghatprocess from signal 1 to re-issue the reqodse

specified Cluster Controller.
5. Requests the Cluster Controller function totsttreaming the content to the OITF.

6-7.  Sets up the start the streaming of the coffitem the Content Delivery function.

8. Returns the status to the OITF.
9. Represents the content being streaming fronCtdrgent Delivery functional entity to the OITF.
10. Occurs at some later time, when the OITF ngdo wishes to receive the stream.

11-12. Completes the teardown process and sighadtlirns the result to the OITF.
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Note: The detailed specifications shall consider mettioggevent DOS attacks on Cluster Controllers, tarjgtevent
session ID hijacking.

6.5 Push Content session management procedures
(managed model)

The Push procedure defines a mechanism for supgdRiTV Service Provider initiated IPTV servicessas, for
example, Push CoD.

The content can be pushed to an OITF, asynchropaigling the period when the user is registerdd thie IMS
domain. The Push Content session management precealu potentially be used to deliver personalmttent or
other information to the OITF, in a personalized/w@epending on the IPTV User Profile, user prafees or explicit
interests.

Figure 6-24 depicts an informational flow for thesR procedure, applied to the Push CoD service.

IMS Gateway
. Authentication
OITF IG-OITF Auth/Session S IPTV CDN xx
Server Mgmt Control
Management

_ 1. SIP: MESSAGE (R-URI=user)

Accept-Contact: +g.oma.sip-push
Body=Content-URL

2. SIP: MESSAGE (R-URI=user)

Accept-Contact: +g.oma.sip-push
Body=Content-URL

3. Invoke Third Party Notification
(download=Content-URL)

4. Third Party
notification procedure

8. Content Download

<

5. Operation Result
" 6. SIP: 200 OK

" 7. SIP: 200 OK

v

v

Figure 6-24: Call flow for pushed content session anagement

The following is a brief description of the stepgtie flow:

1. The IPTV Control sends a SIP MESSAGE to the Antitation and Session Management FE; the SIP
MESSAGE includes:

« In theAccept-Contact header a specific tag identifying that the MESSAIGEelated to a
Push procedure;

¢ Inthe body, th&Content-URL of the content to be downloaded by the OITF.

2. The SIP MESSAGE is sent to the user IMS Gatemlzgre it is intercepted by the Authentication/Sassi
Management function

3. The Authentication/Session Management functimokes the third party notification functionality the
IG-OITF Server function.

4, The IG-OITF Server function starts the notifioatprocedure in the OITF using a DAE.

Two possible solutions for the notification proceslare
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» “Third Party Notification Procedure”: In this solomn the IG-OITF-Server sends the appropriate
CEA-2014 [Ref 3] operations so that the OITF caspldiy the appropriate message. In more
detail:

0 The IG-OITF Server creates locally the notificatrnessage (multicast) and sends it to
the OITF. This message contains the referencetfiirike “notification content”.

0 The OITF receives the notification message anddofidm IG-OITF Server, the
content referred to by the “notification contenti this case the “notification content”
contains a scripting object (which includes @antent-URI) that triggers, on the OITF,
the download of the content from the CDN.

0 The OITF sends the response to the IG-OITF Seffter the “notification content” has
loaded;

« UPNP GENA [Ref 28]

5. The IG-OITF Server function reports the OperafResult to the Authentication/Session Management
function in the IMS Gateway;

6-7.  The response to the SIP MESSAGE is forwarddte IPTV Control via Authentication and Session
Management;

8. The OITF executes the scripting object (recenhadng the third party notification procedure [s#) and
starts the downloading of the content from CDN.eé\tbtat the OITF Ul client must have the
“notificationscript” capabilities active.

6.6 Scheduled Content Session Management Procedures

Scheduled content (often referred to as linear i5\4) basic service offered by an IPTV Service Rfewilt is associated
with IP multicast delivery mechanisms in a managetvork, since several users would typically bechiaig the same
channel within the same vicinity, serviced by thene network access node. This allows for considietzdndwidth
saving in the access and core network, as a sstiglam from the source is routed as close as pedsithe network
access node, and from there on individual streanse replicated and sent to individual userswhzatt to watch that
stream.

Scheduled content service allows a user to watdlzap between channels. When a user zaps to viewahannel, the
ITF joins a multicast group that is associated Wit channel, while leaving the multicast groupogsated with the old
channel to which the ITF is currently tuned.

In a managed network, it is important to ensurg tha

e auseris allowed to join a multicast group onlshiére is enough bandwidth with the right serviderfy to
handle the requested stream within the access ret®@therwise the service can result in a bad esperience
and bad picture quality;

« the reserved subscriber resources (last mile)aedeased when conditions for such a release prédsemiselves
(the user stops watching scheduled content TV wiitdtses to CoD, the TV is powered off, etc.);

e during channel zapping, interaction or handshakedrn network entities related to bandwidth, smrvi
priority or admission control are optimized. Thaves precious time and contributes to a fasterneaapping
speed.

6.6.1  Scheduled Content session set-up

Scheduled content session set-up procedures shewddtablished at ITF power up, after successthleatication and
identification and content guide retrieval.

Figure 6-25 shows a call flow for the scheduledtennsession set-up.
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Transport Resource Authentication
- _ . IPTV

ITF Processing Admission and Session
; Control

Functions Control Management

1. Service Session Setup Request
»
Ll

2. Resource Admission Control Check

Jreservation phase) _ _ _ _ _

3. Response

4. Service Session Setup Request
»

»

5. Service Session Setup Response

<

6. Resource Admission Control Check

8. Service Session Setup Response

<

9. View Channel

v

10. Resource Admission C_octrol Request

_12. Media Stream

13. Change Channel |

v

_ 16. Media Stream

Figure 6-25: Call flow for scheduled content sessiosetup

The following is a brief description of the stepgtie flow:

1.

10-11.

12.
13.

The ITF sends a Service session setup requtrst tuthentication and Session Management FH,dlag
a media offer for the scheduled content service

The Authentication and Session Management reseransport resources according to the media offer
The response for the reservation request isredu

The Authentication and Session Management REdials the request to the IPTV Control, which vesfi
that the user is authorized for the service aniiesithat the user has the rights to consume dinéeat.

The IPTV Control replies to the Authenticatiomdé&Session Management with the bandwidth requived f
the specific scheduled content channels and magvetother parameters

(optional) If the media offer has changed or panameters are received, the Authentication asdiGe
Management requests admission control for the ooafion phase.

If step 6 is used, the response for the adnmissiatrol request is returned.
Finally, the Service session setup responsthéoBervice session setup request is forwardduetort-.
The ITF sends a request to the Transport PrimgeBsinctions to view the channel.

(optional) An interaction between the TramsProcessing Functions and Resource Admissiorir@lon
entities occurs in order to guarantee the needadviidth for the channel. This may happen in a nunalbe
cases, for example when the multicast channeltipmsent at network access node to which theisiser
connected, or when the ITF wishes to join a multichannel with different QoS requirements (e.gpiag
from a SD to a HD channel),

Following that, the media stream is forwardetimiF.

The ITF sends a request to the Transport PsoeEunctions to change the channel.
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14-15. The operation is identical to that of stepll

16. Following that, the media stream is forwardetimiF.

Appendix E gives a more detailed description of Th@nsport Processing Functions and the relatidh Résource and
Admission Control for an xDSL access network.

6.6.2 Scheduled Content service session teardown pr ~ ocedure

Transport Resource Authentication
: o ) IPTV
ITF Processing Admission and Session Control
Functions Control Management

1. Service teardown request

[

2. Service teardown request
| .
>

}Service teardown response

4. Release resources

6.Service teardown response
<

«

7. Leave Channel

v

8. Release resources

Figure 6-26: Scheduled Content service session telamwn call flow

Figure 6-26 shows a typical call flow for tearingwh a scheduled content session. The followinghigef description
of the steps in the flow. The call flow assumeg thpre-condition for clearing a channel has oadlirsuch as the ITF
being powered off, or the user switching to a CeBrige, etc.

1. The ITF sends a Service teardown request tétitieentication & Session Management Functionaltinti
(FE).

2. The Authentication & Session Management Funeti@mtity forwards the request to the IPTV Control
Functional Entity (FE).

3. The IPTV Control FE updates its internal stafagquired, and sends a Service teardown respoadeto
the Authentication & Session Management FE.

4, If resources have been reserved for the chatimeeRuthentication & Session Management FE repbds
release to the Admission Control FE

5. The Admission Control FE responds back to ackedge the release

6. The Session Management FE forwards the resportbe ITF

7. The ITF sends a request to the Transport PringeBsinctions to stop streaming;

8-9.  (optional) Internal to the Transport Procegsti, if the multicast channels are no longer néedéhe
access node for other users, the Transport ProceBH interacts with Admission Control to reledse t
associated resources.

6.7 Pay-per-View Scheduled Content Service (managed
model)
Figure 6-27 shows a high level procedure for PayMiew (PPV) Scheduled Content service.
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1. PPV subscription procedure

2. PPV session set-up procedure

3. PPV session teardown procedure

Figure 6-27: High level Procedure for PPV Schedule@ontent service
The procedure includes the following three sub-pdares:
e PPV subscription procedure:

The procedure in Section 6.4.4.2 can be reusel,thét difference that the subscription request (ATIET or
POST request) to the IPTV Application shall include user id, the selected BC service ID, the anagiD,
and the information about the PPV service (e.gptiee, the start time, and the end time of the BEWice).

e PPV session set-up procedure:

The user initiates the PPV session when he/sheswwantatch the PPV content. The detailed proceidure
described in Section 6.7.1.

e PPV session teardown procedure:

The PPV session teardown procedure may be trigdsréide user’s action or the end of the PPV servitiee
procedure in Section 6.6.2 can be reused.

6.7.1 PPV Session Set-up procedure

1.INVITE(BC service ID, BC program ID)

L

2. Resource reservation

B. .INVITE(BC servige ID,
BC program ID
—>

4.200 OK

5. Resource commit

6.200 OK

-t

7. IGMP Join
—>

8. Media stream

Figure 6-28: PPV Scheduled Content Service SessiSpt-up procedure

The following is a description of the interactidnghe flow shown in Figure 6-28:

1. The ITF sends a SIP INVITE to the Authenticatéord Session Management FE, including the BC servic
ID, BC program ID and a media offer for the schedutontent service.
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2. The ASM uses the services of the RAC functi@maity to perform resource reservation.

3. The ASM forwards the INVITE to the IPTV Contrtlsing the BC service ID and BC program ID, the
IPTV Control verifies that the user has a PPV stipson. The IPTV Control verifies whether the pram
has started or not. If the program has startedsaadcrypted, the IPTV Control may interact withFCS
functions directly or through the IPTV applicatitmverify the user entitlements, and then perfotines
following steps. If the program has started anubisencrypted, the IPTV Control performs the foliogy
steps. If the program has not started, the IPTWVt@brefuses the request.

4. The IPTV Control sends a 200 OK response taA®B&! with the bandwidth required for the specific
scheduled content channels and other parameters.

5. The ASM instructs the RAC to commit the reserxesburces.

6. Finally, 200 OK for the session setup requefdnsarded to the ITF.

7. The ITF issues an IGMP Join request to the pamgprocessing functions to access the multidashicel

for the PPV service.

8. The media stream is delivered to the ITF.

6.8 Network-based Time Shift

Time shift allows a user to halt a scheduled cdrgervice and continue watching the content itetier laNetwork-based
Time Shift supports features such as pause, reetmdn a scheduled content item by convertingribikicast based
delivery for scheduled content to a unicast delivaode for that content item, which is already-mreorded in the
network.

This allows the user to use trick modes such aseaesume, fast forward, etc. which are normakgrved for unicast
CoD, while watching the pre-recorded scheduledemtrin the unicast mode. At the end of the timétstlischeduled
content, the user is switched back automaticalkgtmlar scheduled content

Time shift may not be available for all scheduledtent programs. The EPG includes the lists ofduleel content
programs for which the feature is available.

6.8.1 Scheduled Content Time Shift

The call flows below in Figure 6-29 and Figure 6e&ict the sequence of messages that are excheuigedan end-
user, watching a scheduled content item, for whiitle shift is available, uses trick play modes,ahhtauses a switch to
the unicast mode associated with the time-shifeedent.
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1. Scheduled Content Session established

2. User selects
to time shift scheduled content he is
currently watching

R E——

3. HTTP POST (set time shift, session identity) Note : The session identity included in the request references the schedule content session identity
—_—

4. re-Invite or Update o~

Note: Resource modification converts the resources from multicast to unicast, and request
additional resources to handle media control specific features such as fast forward, etc.

6. re-INVITE

5. Initial Resource Modification

7. Validate request
Select appropriate CDNC
where the meadia is held,
modify SDP as required

8. INVITE
9. INVITE . 10.INVITE
2 Select CDF
p
11. RTSP setup
12. 200 OK (RTSP Session id)
13. 200 OK —
14. 200 OK (RTSP Session id) ——
<

15. 200 OK (RTSP Session id)

16. 200 OK (RTSP Session id)
——

17. Final Resource Modification |

18. 200 OK

19. 200 OK HTTP (RTSP Session id)
—

Figure 6-29: Scheduled Content Time Shift — Part 1

The following is a brief description of the stepsHigure 6-29:

1. It is assumed that the user has establisheldemisled content session and is watching a cortimtwhich
is eligible for time shift.

2. The end user activates a trick play (e.g., paasebackward, etc.) feature for the watched eaint

3. The OITF sends an HTTP POST to the IG. The r&tqoeludes an indication to set the time shifiiser,
and the session identity.

4. The IG issues a re-INVITE or an UPDATE messagiaé ASM to convert the session to unicast.

5. The ASM performs an initial resource modificatio convert the reserved resources from multimast

unicast. There may be a need for additional ressui@s indicated by the OITF in step 1, that may be
required to account for trick modes.

6. Following that, the ASM proxies the re-INVITE OPDATE message to the IPTV Control FE.

7. The IPTV Control FE validates the request, aidcts the appropriate CDNC for the requested obnte
8-9. The IPTV Control FE then issues an INVITEHe selected CDNC via the ASM.

10. The CDNC selects an appropriate CC and prdakie$\NVITE to the CC.

11. The CC selects an appropriate CDF. It theressimm RTSP SETUP to the CDF.

12. The CDF responds with an RTSP 200 OK

13. The RTSP 200 OK is sent as a SIP 200 OK t@€fRC. The SIP 200 OK includes the offset, which
used by the OITF in a subsequent RTSP PLAY operatio

14-15. The CDNC proxies the SIP 200 OK, via the ASMhe IPTV Control FE. The CDNC includes the RTS
session identity that will be used by the OITFtfaieck modes.

15. The ASM proxies the SIP 200 OK to the IPTV GohEE.
16. The IPTV Control FE proxies the 200 OK to th&M
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17. The ASM performs final resource modificatiorimihe RACS.
18. The ASM proxies the 200 OK to the IG.
19. The IG returns to the OITF an HTTP 200 OK thatudes the RTSP session identity to be used.

The remaining steps are shown in Figure 6-30.

20. ACK

21 ACK.
22. ACK

23. ACK

OITF sends an IGMP
LEAVE to leave the
Multicast address

24. ACK

25. RTSP Play (RTSP session, offset)

—
26. RTSP Play (RTSP session, offset)
—>

27.200 OK
28.200 OK

Figure 6-30: Scheduled Content Time Shift — Part 2

20-24. The IG issues an ACK that is proxied allwsgy to the CC following the same signalling pathfze re-
INVITE or UPDATE message.

25-26. The OITF issues an RTSP play to the CC, lwimi¢urn proxies the RTSP play to the CDF.
27-28. A 200 OK is returned by the CDF via the ©Ghe OITF and the content is now streamed to & O

6.8.2  User-initiated switch from time-shifted tore  gular Scheduled
Content

The call flows in Figure 6-31 and Figure 6-32 défhie sequence that occurs when an end-user wgtattime shifted
scheduled content item reverts back to the redu&ar not time-shifted) scheduled content.
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-

«

2. User selects
to go back to scheduled content
_—

3. HTTP POST ( set to scheduled content, session identity Note : The session identity included in the request references the schedule content session identity
B e

4. re-Invite or Update o~

Note: Resource modification converts the resources from unicast to multicast, and reduce
required resources to handle media control specific features such as fast forward, etc.

6. re-INVITE

5. Initial Resource Modification

7. Validate request
Select appropriate CONC

8. BYE

9BYE.

» 10.BYE

11. RTSP Tear Down

12. 200 OK
13. 200 OK

14. 200 OK ()

15. 200 OK

16 200 OK

17. Final Resource Modification

18. 200 OK

19. 200 OK HTTP () <
—

Figure 6-31: Switching from time-shifted to regularScheduled Content — Part 1

The following is a brief description of the steps:

n

10.
11.
12.
13.
14.
15.
16.

It is assumed that the user is watching a tihifeesl scheduled content item.

The end user reverts back to regular scheduetént and activates the appropriate action thaugber
interface.

The OITF sends an HTTP POST to the IG. The r&tqueludes the scheduled content service, and the
session identity.

The IG issues a re-INVITE or an UPDATE to theM\& convert the unicast session to multicast @eliv

The ASM performs an initial resource modificatio convert reserved resources from unicast tdicast
and to release any additional resources that mes ha requested for trick modes.

Following that, the ASM proxies the re-INVITE OPDATE to the IPTV Control FE.
The IPTV Control FE validates the request, aidcts the appropriate CDNC for the requested servi

The IPTV Control FE then terminates the unisassion and issues a SIP BYE to the ASM to termithet
unicast session.

The ASM proxies the BYE to the CDNC selectedhsyIPTV Control FE

The CDNC proxies the BYE to the appropriate CC.

The CC sends an RTSP session Tear Down retpuestds the CDF associated with the session.
The CDF responds with a 200 OK

The 200 OK is proxied to the CDNC

The CDNC proxies the 200 OK to the ASM.

The ASM proxies the 200 OK to the IPTV Confé&.

The IPTV Control FE sends a 200 OK to the ASNeisponse to the received re-INVITE or UPDATE

message.
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17. The ASM performs final resource modificatiorimihe RACS.
18. The ASM proxies the 200 OK to the IG.
19. The IG returns an HTTP 200 OK to the OITF.

20. ACK

21. ACK
22. ACK

23. ACK

>
24. ACK

OITF sends an IGMP
JOIN to the appropriate
Multicast address

25. IGMP JOIN

Figure 6-32: Switching from time-shifted to regularScheduled Content — Part 2

20-24. The IG issues an ACK that is proxied allwfsgy to the CC.

25. The OITF issues an IGMP JOIN to join the malsicgroup associated with the selected scheduledmn
item.

6.8.3 End of Stream in a Scheduled Content Time Shi ft

The call flows shown in Figure 6-33 and Figure 6e@pict the sequence that occurs when an end-wgehivg a time
shifted scheduled content reaches the end of tbarst In this case, the OITF automatically revirtihe regular
schedule content service without user intervention.

There are two options for detecting the end ofstineam. A CDF may support sending an RTSP ANNOUNG@Esage
reflecting the end of the stream. Optionally, aif®detecting the starvation of the content buffegra minimum time
of 2 to 3 seconds may treat such an event as thefahe stream. The following is a brief descoptof the steps:
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<

<

1. RTSP ANNOUNCE (end-of-stream)
+——
2. RTSP ANNOUNCE (end-of-stream)

3.200 OK

> 4200 0K
OITF detects end of
stream
5. HTTP POST ( set to scheduled content, session identity) Note : The session identity included in the request references the schedule content session identity
¥

6. re-Invite or Update

>
—>

Note: Resource modification converts the resources from unicast to multicast, and reduce
required resources to handle media control specific features such as fast forward, etc.

8. re-INVITE

7. Initial Resource Modification

9. Validate request
Select appropriate CDNC

10. BYE
11. BYE
» 12. BYE
- 5
13. RTSP Tear Down
14, 200 OK ()
15. 200 OK
16. 200 OK
17. 200 OK

Figure 6-33: Reaching end of stream in Scheduled @Gtent — Part 1

It is assumed that the user is watching a timaeshgcheduled content item.

1. If the CDF supports sending the RTSP ANNOUNCESsage, it sends this message to the CC to indicate
the end of stream event.

2. The CC proxies the RTSP ANNOUNCE message t@iié.
3. The OITF responds to the CC with a 200 OK ackadging the reception of the message.

4. The CC proxies the 200 OK to the CDF.

If the CDF does not support the sending of the RASIROUNCE message, the OITF can interpret the curitaffer
starvation as an implicit indication for the endtod stream.

The remaining steps in Figure 6-34 showing theadawitch from time-shifted scheduled content tgutar scheduled
content are identical to the steps shown in Se@i8.2 and will not be repeated.
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18. 200 OK

19. Final Resource Modification

20. 200 OK

21. 200 OK HTTP () <

—
22. ACK

23 ACK
24. ACK

25. ACK

26. ACK

OITF sends an IGMP
JOIN to the appropriate
Multicast address

27.IGMP JOIN

Figure 6-34: Reaching end of stream in Scheduled @Gtent — Part 2

6.9 Forced Play Out Control

“Forced Play Out Control” is a feature that allative network or the OITF to limit play out operatsoturing the
consumption of content according to the Forced Blaycontrol policy of the Content Provider or SeevProvider.

There are two ways to execute the Forced Play Gntral:

e By the OITF: The Forced Play Out control policy is transmitbexin the IPTV Control to the OITF, and the
OITF executes the forced play out control basedupe received policy.

* By the CC: The Forced Play Out control policy is transmittexin the IPTV Control to the CC. When the
OITF attempts trick play functions, the CC execulesforced play out control based upon the reckepadicy.

NOTE: The Forced Play Out policy could be dualljoeced by sending the policy to both the CC and@eF and
letting each enforce the policy. This would beieeéd by appropriately combining the methods indéetions below.

6.9.1 Forced Play Out controlled by the OITF (Manag ed model)

The Forced Play Out control can be applied whesea attempts trick play operations while watchiiigex scheduled
or CoD content.

Figure 6-35 depicts the sequence of messagesrthakehanged to restrict the user’s capabilitiesriok play. For
example, when a user attempts to fast forward wisgitching CoD content, the operation is forbiddgriHe OITF.
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1. HTTP POST
(COD content ID)

2. INVITE
>

| 3. Resource reservation |

4. INVITE

P

5. Validate request
Select CDNC

6. Acquire forced play
out control policy

o 7. INVITE
<

8. INVITE > 9. INVITE

Select CDF

Pl

10. RTSP SETUR |
12.200 OK (RTSP 11.200 OK (RTSP

Session id) ¢ Sessionid) |

4

W 13. 200 OK (RTSP Session id) <
14. 200 OK (RTSP Session id)

15. 200 OK (RTSP
Session idl policy)

<
18. HTTP 200 OK 16. Resource commit |
(RTSP Session | 17.200 OK (RTSP [Session idl policy)
idl policy) [ w0 hor
) > 19. ACK
19.ACK
e b 19. ACK
forward . R
request ” 19. ACK >

20. Execute the forced
play out policy, and
disable the fast forward
button

Figure 6-35: Forced Play Out controlled by the OITF
Note that the policy can be retrieved through a Caplplication, or by other means (e.g., CSP).

The following is a brief description of the stepglie message flow:

1. The user selects a CoD content item and the G€Rldls an HTTP POST to the IG. The request inclades
indication to use the CoD service and the contgntity.

The IG issues a SIP INVITE message to the ASM.
The ASM uses the services of the RAC to perfarsource reservation.
The ASM proxies the INVITE message to the IPTahol.

The IPTV Control validates the request and s$elde appropriate CDNC for the requested content.

o g c w DN

The IPTV Control interacts with the IPTV Applt@n to acquire the Forced Play Out control pojiey the
content identity and/or the user’s subscriptiominfation. The policy details how to control the .
e.g., forbid the fast forward operation during askirtion.

Note: The IPTV Application may fetch or generate fine-configured Forced Play Out control policynfiro
the content metadata based on the CoD content ID.

The IPTV Control FE issues an INVITE to the ASM.

© N

The ASM proxies the INVITE to the CDNC selechsdthe IPTV Control FE.

©

The CDNC selects an appropriate CC and prakie$NVITE to the CC.
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10. The CC selects an appropriate CDF and senBS 8P SETUP to the CDF.
11. The CDF responds with a 200 OK to the CC WithRTSP session identity.
12. The CC proxies the 200 OK to the CDNC.

13. The CDNC proxies the 200 OK to the ASM.

14. The ASM proxies the 200 OK to the IPTV Confél.

15. The IPTV Control FE proxies the 200 OK to &@&M with the RTSP session identity and the Forcley P
Out control policy.

16. The ASM instructs the RAC to commit the resdriesources.
17. Once the resources are committed, the ASM psakie 200 OK to the IG.
18. The IG returns an HTTP 200 OK to the OITF|uding the RTSP session identity and the policgeaised.

19. The IG replies with an ACK that is proxiedthié way to the CC following the same signallinghphat the
INVITE message took.

20. The OITF executes the Forced Play Out copwbity disabling the user operations as appropriate

Note 1 For Forced Play Out control applied when a ustengpts trick play operation while watching scheditontent,
the above signalling flow can be applied with tblkofwving modifications:

1. The INVITE message will instead be a RE-INVITEHMPDATE message.

2. The resource reservation and commit steps mgteiad convert the reserved resources from
multicast to unicast.

Note 2 Policies sent to the OITF may need to be secaneldhandled by a trusted entity within the OITFader the
current OITF definition, this would fall to the C3hctions, and so a CSP-based solution may beatiési

6.9.2 Forced Play Out controlled by the Cluster Con troller (Managed
model)

The call flow in Figure 6-3@epicts the sequence of messages that are exchahgada user make trick play operation
while watching a scheduled content item with tiritgs available or a CoD content item, the fastifard is forbidden
by the CC. The following is a brief descriptiontbé steps:
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1.HTTP POST
(COD content ID).
Ll

2. INVITE N

| 3. Resource reservation |

4. INVITE

>

5. Validate request
Select CDNC

I

6. Acquire Forced Play
Out control policy

J. INVITE (Policy
<

8. INVITE (Policy)

\ 4

9. INVITE (Policy) | Store the policy

'gct CDF

10. RTSP SETUR
L
11.200 OK (RTSP

12.200 OK(RTSP | gecsion id
Session id) «—Sessionld)__

&
<

P 13. 200 OK (RTSP Sessipn id)
14. 200 OK (RTSP Session id)

15. 200 OK (RTSP Session id)

<&
<

16. Resource commit |
17.200 OK (RTSP Session id)

18. HTTP 200 OK
(RTSP Session id) .

<&

< 19. ACK

> 19. ACK
19. ACK
Fast < 19. ACK
forward : N
request i’ 19.ACK )
—> 20. RTSP Play (fast forward) »
Lad

21. Execute the forced
play out policy, and
disable the fast forward

button
< 22. 403 (forbidden) |
Figure 6-36: Forced Play Out controlled by the CC
The following is a brief description of the stepglie message flow:
1. The user selects a CoD content item, and thé&®&hds an HTTP POST to the IG. The request inslade

indication to use the CoD service and the contgntity.

The IG issues a SIP INVITE message to the ASM.

The ASM uses the services of the RAC to perfmrsource reservation.
The ASM proxies the INVITE message to the IPTahol.

The IPTV Control validates the request and s$ele appropriate CDNC for the requested content.

o g >~ D

The IPTV Control interacts with the IPTV Applizn to acquire the Forced Play Out control pojiey the
content identity and/or the user’s subscriptiominfation. The policy details how to control the t=on.
e.g., forbid the fast forward operation during asiirtion.

Note: The IPTV Application may fetch or generate the-ponfigured Forced Play Out control policy from
the content metadata based on the CoD content ID.

~

The IPTV Control FE issues an INVITE to the AShth the Forced Play Out control policy.
8. The ASM proxies the INVITE to the CDNC selectsdthe IPTV Control FE.
9. The CDNC selects an appropriate CC and prokie$NVITE to the CC.
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10. The CC stores the Forced Play Out control pp$ielects an appropriate CDF and sends an RTSRIBET
the CDF.

11. The CDF responds with a RTSP 200 OK to the @& tlve RTSP session identity.

12. The CC proxies the SIP 200 OK to the CDNC.

13. The CDNC proxies the 200 OK to the ASM.

14. The ASM proxies the 200 OK to the IPTV Confé.

15. The IPTV Control FE proxies the 200 OK to theM with the RTSP session identity.

16. The ASM instructs the RAC to commit the resdriesources.

17. Once the resources are committed, the ASM psakie 200 OK to the IG.

18. The IG returns an HTTP 200 OK to the OITF, uéhg the RTSP session identity to be used.

19. The IG replies with an ACK that is proxiedthlé way to the CC following the same signallinghpiitat the
INVITE message took.

20. The user chooses to fast forward through tinéec, resulting in the OITF sending an RTSP faswvérd
play to the CC.

21. The CC executes the Forced Play Out contratypdisabling the user operations as appropriate.

22. If the CC denies the operation, it respondtecOITF with a 403 Forbidden.

Note: For Forced Play Out control applied when a usiengpts trick play operation while watching schedutontent,
the above signalling flow can be applied with tblkofwving modifications:

1. The INVITE message will instead be a RE-INVITEBMPDATE message.

2. The resource reservation and commit steps mgteiad convert the reserved resources from
multicast to unicast.

6.9.3 Integration with OITF functions

In some cases, in addition to controlling whichresaay access certain content and services, dittolatrol is required
over the play out by a user of a service or conflis is required, for example, when a Servic€ontent Provider does
not want a user to skip over a warning, announce¢meadvertisement.

As shown in the call flows below, the IPTV Applizat determines when service/content play-out cdmingst be
exercised, and when certain actions are to be léisabhe call flows in this section show how play oontrol is
executed on the OITF. Depending on implementatimices made by the Service/Content Provider, tuisbe done in
different ways.

6.9.3.1 Use of DAE and CSP for enforcement of OITF- enforced playout control

Figure 6-37 illustrates the processes involved whiay out control over streamed or progressive doadhcontent is
implemented at the client-side. In this case, thg put logic, such as stringing together contert advertisements, is
under the control of the IPTV Application and exteclin the OITF by a downloaded DAE applicationtéthat the
“player” shown in this call flow is the internal wli@ player function within the OITF. It includesetstream receiver,
decryption and codecs shown in the model of theFdif®dm Figure 5-4, and also the internal media @tdggic of the
OITF.
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f Plaver Browser IPTV Transport Proc. Func Content & Service
CSP-T/C3P-G ayes (DAE) Application { Cluster Conftroller Protection (CSP)

1. Senvice & Content Selection

2. Rights Delivery

3. Content Delivery & Access (typically HTTP)

3a. Rights Enforcement

3b. User initiated
playout events g B 3c. Playout Control

X
y
A

3d. Content delivery

¥ 3

Figure 6-37: Client-side play out control for streaned and progressive download service

1. Using the browser, the user chooses an IPTViéaibn and selects a service or content itemhaws in
Section 6.2.
2. Using the browser, the IPTV Application triggéine OITF to acquire rights (and keys) for the

service/content.

3. Using the browser, the IPTV Application triggéine OITF to acquire the content item from the Bzt
Processing Function and render it. Steps 3a, bddare part of this process

3a. In the case of protected content, the Playwstion inside the OITF will need the keys to acdabgscontent
item. These keys are acquired from the CSP-T or-GSihction and will not be released unless the use
has the rights to access the content.

3b. During the rendering of the content, the Usay ifvia a DAE application) request the Player si-farward
or pause the content. These requests are avaiethle DAE [Ref 46]. This method can be used fahbo
protected and non-protected content.

3c. The IPTV application can use the DAE A/V plagkh@PI [Ref 46] to implement the play-out-policydan
instruct the native player to override the useuestis and enforce normal play-out. These callslmeay
handled locally by the DAE application or forwardedhe IPTV Application on the server side.

3d. The Player adapts its content requests acagydin

6.9.3.2 Use of DAE, CSP and CC for network-enforced  playout control

Figure 6-38 illustrates the processes involved wilay out control over streamed content is implete@mt the server-
side.
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3a.

3b.

3c.

3d.
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. Browser IPTV Transport Proc. Func. Content & Service
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1. Service & Content Selection
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3. Content Delivery & Access (typically RTP/RTSP)
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Y
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Figure 6-38: Service side play out control

Using the browser, the user chooses an IPTViégiibn and selects a service or a content item.

Using the browser, the IPTV Application triggéns OITF to acquire rights (and keys) for the
Service/Content.

Using the browser, the IPTV Application triggéne OITF to acquire the content item from the Bzt
Processing Function and render it. Steps 3a, bddare part of this process

The Player function inside the OITF will nebd keys to access the content item. These keyscqrered
from the CSP-T or CSP-G function and will not bieased unless the user has the rights to access the
content.

During the rendering of the content item, tleetunmay (via a DAE application) request the Cluster
Controller to fast-forward or pause the ContenisThethod can be used for both protected and non-
protected content.

The Cluster Controller receives play-out cdritrformation from the IPTV Application.

Depending on the Play-out policy, the Clustent@ller will honour the user playout requests arstruct
the Transport Processing Function to execute them.

Personal Video Recorder (PVR) Services

6.10.1 Overview

The PVR is a service that permits the IPTV Usehwippropriate rights to record content availabieugh this offering.

PVR services can be categorized according thedfptorage, the involved roles (service provideantoaled, user
controlled) and the user and service interactiodehdr he following definitions apply:

Local Storage the recorded content is stored within the consuioenain or ITF (OITF, IG, AG, WG)

Network Storage the recorded content is stored in the IPTV sergrovider domain (Service Provider
Network Equipment)

Immediate Recording the user decides to record a scheduled contenediately. The scheduled content must
be multicast at that moment.

Scheduled Recording The user decides ahead of time to record a stddontent.

User Controlled recording: No Service Provider intervention or permissiomiglved to record content, apart
from content protection.

Network controlled recording: The content is recorded under Service Providaetrob
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6.10.2 Local PVR

6.10.2.1 Locally Managed Local PVR recording based on a timer

Figure 6-39 shows the simple case of a scheduted RVR recording triggered by a timer in the OI'Nete that
recording and play back of the recording may bécpdiby the CSP function in the OITF.

OITF IG TPF ASM IPTV Control

Set up

User selects the content to
record based on EPG

Timer set-up

(R

ecording

Timer: Start time of
programme

1. Network attachment, IPTV Service Discovery and User Registration (as required)

2. Scheduled Content Session Set-up

3. Join Channel () »

<4————4. Scheduled Content Stream reception (}————

5. OITF starts recording

Timer: End time of
programme

6. OITF stops recording

7. Leave Channel () »

8. Scheduled Content Session Tear-down

Figure 6-39: Call flow for local PVR function basedon a timer in the OITF

First, the user sets up a scheduled content regprehown in the upper portion of the figure.
The user selects an item of content from the ER@ raquests that it is recorded.

The OITF sets up an internal timer based on th tat@e of the content item. Typically, the timeillvoe set
to trigger shortly before the scheduled start tohthe content item, in case it starts early. Sanhyi the
recording will usually be set to finish some tinfeeathe scheduled end time of the programme.

Note that advanced functions such as the autometarding of a complete series, or recording based
recommendation service, are possible, but are etaildd here. The OITF may also attempt to resolve
conflicts at this stage, for example if overlappiegordings are scheduled but the OITF can onlyenuaile
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recording at a time. In any case, the outcome®&#t up stage is that one or more timer eventsetngp
within the OITF.

At a later time, the OITF performs the recordirfip\sn in the second part of the figure.
The OITF’s internal timer triggers at the approf@iime.

1. The OITF performs any procedures that are nacgsgfore broadcast session set up. Which proeedare
necessary depends on the state of the OITF aintleeof the trigger. If it is powered down, all peatures
including network attachment, IG discovery, usgjisgation and IPTV service discovery must be
performed. If the OITF is already active and therus make the recording is signed in, no action is
necessary. Note that conflicts may also occuriatstiage, for example if the user is already usisgrvice
and there is insufficient bandwidth available toeige the additional service to be recorded. Ré¢isolwf
any conflicts is assumed to be managed by the OITF.

2. The scheduled content session is set up asilgeddén section 6.6.1.
3. The OITF uses IGMP to join the multicast delivehannel of the scheduled content service.
4, The service is received by the OITF via a malitstream.
5. The OITF records the received stream to locabge.
At some later time, the internal timer in the OIlffiggers again to indicate that the recording stictibp.
6. The OITF stops recording.
7. The OITF uses IGMP to stop multicast delivery.
8. The scheduled content session is torn down smitded in section 6.6.2.

6.10.2.2 Locally Managed Local PVR Accurate Recordi ng based on In-Band
Signalling

Some existing digital and analogue television systenable accurate recording, meaning that theastdrend of the
recording are aligned with programme play out, @mbrdings take place correctly even when a prograns delayed
or extended without warning. The call flow belovosls how this can be achieved using in band sigmplh the form of
EIT (Event Information Tables), as defined in EEBl 300 468 [Ref 40].

Note that the use of EIT in scheduled content sesjiand the processing of these tables by the ,@Tdptional in the
Open IPTV Forum specifications [Ref 45].

Note that recording, and play back of the recordimgy be policed by the CSP function in the OITF.
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OITF

IG TPF

ASM

IPTV Control

/Set up N
User selects the content to
record based on EPG
Timer set-up
o %
Recording
Timer: Close to start time of
programme

1. Network attachment, IPTV Service Discovery and User Registration (as required)

2. Scheduled Content session set-up

3. Join Channel () »

<4—4. Scheduled Content stream reception ()

OITF watches running status
flags in EIT tables

5. Running status flag
indicates start of programme.
OITF starts recording.

OITF watches running status
flag in EIT tables

6. Running status flag
indicates end of programme.
OITF stops recording.

7. Leave Channel () »

8. Scheduled Content session tear-down

Figure 6-40: Call flow for local PVR function with accurate recording based on in band signalling

First, the user sets up a scheduled content rempriihis is done as in the basic case shown inde61t10.2.1, except
that in addition to setting up the timer, the OldlBo stores an identifier for the content. In theecof the EIT-based
scheme shown here, the identifier is a combinaifahe “DVB triplet” of <original network ID, trarmort stream ID,

service ID>, and the event ID — together these fammmique identifier for the programme.

At a later time, the OITF

performs the recording.

The OITF’s internal timer triggers at the approfiime. This should be some time in advance of the
expected start time of the programme, in case thgramme runs early, or the OITF’s internal closkot

accurate.
1. The OITF performs any procedures that are nacggefore scheduled content session set up. 3hais i
described in Section 6.10.2.1.
2. The scheduled content session is set up asilgeddén section 6.6.1.
3. The OITF uses IGMP to join the multicast delivehannel of the scheduled content service.
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4. The service is received by the OITF via a ma#icstream.

Instead of starting the recording immediately, @i&F instead monitors the EIT contained in theastre
These can be used to signal the moment that arddteen actually starts and ends using the “runisiragus”
flag. Note that this is dependent on the serviceontent provider accurately provisioning the EIT.

5. When the running status flag indicates thatthent item of interest is starting, the OITF melsathe
received stream to local storage.

Instead of setting a timer to trigger the end efitacording, the OITF instead continues to morhlerEIT.

6. When the running status flag indicates the drilecontent item, the OITF stops recording.
7. The OITF uses IGMP to stop multicast delivery.
8. The scheduled content session is torn down sitled in section 6.6.2.

6.10.2.3 Local request for Service Provider control  led Local PVR Recording

Based on the EPG, the user decides to set-up ¢bedirg of a program (immediate or scheduled). fBoerding is
performed on Local Storage, under the control ef[BTV Service Provider.

It is also possible to achieve this procedure thhoa DAE application interacting with an IPTV Apgdtion directly, but
this is not described in this subsection.

Figure 6-41 shows a call flow for a local PVR reting session.
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Figure 6-41: Call flow for a local PVR recording sesion

The following is a brief description of the stepghe flow:

The user, based on information provided by the ER*@grs the recording of an available schedulederdn

item scheduled for future multicast delivery.

Note: Immediate recording is analogous to scheduledrdétg with the timer set to 0.

1.

The OITF makes a request to the IG to captwe@érticular Scheduled content item selected bysee.

During this step, the OITF gives appropriate patanseo the 1G to identify the Request Type as
“SetUpRecordingOrder”, the BCService Id, the Pragidy and relevant timing information as
ProgramStartTime, ProgramEndTime, ProgramDuragtn, The OITF also indicates the TargetUserID.
The TargetUserID identifies the User on behalf bbm the request is made. The request shall inciste
the storage recording mode (local) and if it ische&®luled Recording (“SR” as used in this exampid, reot

an immediate recording request, “IR").

Note: The Request Type can be of several types: satrapording order, cancel a recording order, delete
recorded content, edit a recording order, and \d@eacording order.

2.

The IG transforms the HTTP POST request fromp &tato a SIP MESSAGE request with appropriate

parameters defined by step 1, and sends it td®h¥ IControl via the ASM in the IMS core network.€'h
IPTV Control receives the request, acting as a Tretimg SIP UA.

3.
fetch the user related PVR settings.

The IPTV Control queries the IPTV Service P®HE to retrieve the IPTV Service and User Prafiles
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10.

11.

12.

13.

14.
15.
16.
17.

18.
19.

The IPTV Service Profile FE returns the IPTV bUBeofile to the IPTV Control.

The IPTV Control verifies that the user is sulisd to the service. The IPTV Control verifiestttizere is
no active Capture Order for the same Program. Pi&{Control verifies that the user is allowed tb e a
Scheduled Recording order in the Local mode. Wherldcal mode is initiated, the IPTV Control vezdi
the recording capabilities of the target local PMRI its settings (spare limits in time and volume).

Then, the IPTV Control confirms the Capture Rejuo the I1G via the ASM.
The IG transforms the SIP 200 OK into HTTP 200 &»d sends it to OITF.

The IPTV Control sends a SIP MESSAGE to the igtlve ASM with BC Service Id, the Program Id, and
relevant timing information as ProgramStartTimegd?amEndTime, ProgramDuration, etc.

A HTTP 200 OK in sent to the OITF in responséh®HTTP Pending IG Request.

A new HTTP Pending IG request is sentiay®@ITF with a SIP 200 OK response in the HTTP agsdody.
The IG sends the SIP 200 OK, in response to thewied SIP MESSAGE, to the IPTV Control via the
ASM.

Upon reception of the confirmation response,|BTV Control updates the IPTV User Profile stdturs
PVR to “Order Captured”, meaning that the ordgraading execution.

The IPTV Service Profile FE updates the PVRUSt&lag to “Order_Captured” together with relaiteo:
Program and BCServiceld.

The OITF starts a counting down timer up ®ekpected time the program is scheduled to #athe start
time of the scheduled program, the OITF sets ughaduled content session.

The OITF joins the multicast channel.
The OITF starts recording when it receivesthéiow.
When the program is over, the OITF stops thernding.

When the recording finishes, the OITF leavescthannel and tears down the scheduled contenbsess
Within this tear down process, the OITF reportskitacthe IPTV Control the result of the recording,
together with the “spare_limit_in_volume” and “spalimit_in_time” values for the specific user (the
UserlD is also provided).

The IPTV Control updates the metadata recqrdsific for PVR.

The IPTV Control updates the IPTV User PrdfidR Status Flag to “ProgramRecorded”, togethetedla
info: Program 1D and BCId.

At this point, since the content is stored in tH&®) no further interaction is necessary between@TF and
other network entities to either access or playdverded content

Note that if the OITF is using a DAE applicationtétk to the IPTV Application, then steps 8 througyban
be replaced by a HTTP 200 OK sent in responseH® &P Pending IG request from the OITF.

6.10.2.4 Remote request for Service Provider contro  lled Local PVR Recording

Remote requests for recording allow an authorizet to perform PVR requests from an OITF diffetéan the one
used for recording.

Figure 6-42 shows a call flow for a remote reqdest local PVR recording session.
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Figure 6-42: Call flow for a remote request for adcal PVR recording session

The following is a brief description of the stepghe flow:

The user, based on information provided by the ER@ers, on OITF 2, the recording of an available
scheduled content program scheduled for futureicastt delivery.

1. The OITF makes a request to the IG to capturgérticular scheduled content item selected byisee.
During this step, the OITF gives appropriate patanseo the 1G to identify the Request Type as
“SetUpRecordingOrder”, the BCService Id, the Pragih and relevant timing information such as
ProgramStartTime, ProgramEndTime, ProgramDuragtm, The OITF also indicates the TargetUserID.
The TargetUserID identifies the User on behalf bbwm the request is made, in this case User 2. The
request shall include also the storage recordingenflocal) and if it is a Scheduled Recording (“S&3 in
this example, and not an immediate recording reqUEs).

2. The IG transforms the HTTP POST request fromp &tato a SIP MESSAGE with appropriate parameters
defined by step 1, and sends it to the IPTV Contimthe ASM in the IMS core network. The IPTV Canht
receives the request, acting as Terminating SIP UA.

3. The IPTV-Control queries the IPTV Service P®HE to retrieve the IPTV User Profile of User@pbtain
the user-related PVR settings.

4, The IPTV Service Profile FE returns the IPTV bUBeofile to the IPTV Control.

5. The IPTV Control verifies that User 2 is sublsed to the service. The IPTV Control verifies ttiare is no

active Capture Order for the same Program. The IBd¥ftrol verifies that the user is allowed to setau
Scheduled Recording order in the Local mode. Wherldcal mode is initiated, the IPTV Control vezdi
the recording capabilities of the target local PMRI its settings (spare limits in time and voluniéle
IPTV Control verifies that User 1 can record onddébf User 2.
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10.
11.
12.

13.

14.

15.
16.
17.
18.

19.
20.

Then, the IPTV Control confirms the Capture Rejuo the IG via the ASM.
The IG transforms the SIP 200 OK into an HTTB @K and sends it to the OITF.

The IPTV Control sends a SIP MESSAGE to the sanaother IG via the ASM, with the TargetUserID,
BC Service Id, the Program Id, and relevant timinfgrmation such as ProgramStartTime,
ProgramEndTime, ProgramDuration, etc . This messadjedes the storage requirements to be checked by
OITF 2.

A HTTP 200 OK in sent in response to the HTTRd¥gg IG request.
A new HTTP Pending IG is sent by OITF 2 witBI& 200 OK response in the HTTP message body.
The IG sends the SIP 200 OK to the IPTV Contimthe ASM

Upon reception of a confirmation response @8/ Control updates the IPTV User Profile stati&ser 2
for PVR to “Order Captured”, meaning that the ondgoending execution.

The IPTV Service Profile FE updates PVR Sté&lag to “Order_Captured” together with related info
Program and BCServiceld.

OITF 2 starts a counting down timer up to thegeeted time the program is scheduled to starthéstart of
the time of the scheduled program, OITF 2 sets sghaduled content session.

OITF2 joins the multicast channel.
OITF 2 starts recording when it receives théd®.
When the program is over, OITF 2 stops therdkag.

When the recording finishes, OITF 2 leavesctiennel and tears down the scheduled content sessio
Within this tear down procedure, OITF 2 reportskbiacthe IPTV Control the result of the recording,
together the “spare_limit_in_volume” and “spare ifirm_time” values for the specific user (the Ugeris
also provided).

The IPTV Control updates the metadata recqrdsific for the PVR.

The IPTV Service Profile FE updates the PVRuUSt&lag to “ProgramRecorded”, together with tHatesl
info: Program 1D and BCId.

Note that if the OITF is using a DAE applicationtétk to the IPTV Application, then steps 8 througyban
be replaced by a HTTP 200 OK sent in responseH® P Pending IG request from the OITF.

6.10.2.5 Remote request from a non-OITF device for  Local PVR Recording (managed

model)

Remote request for Local PVR recording allows ahaiized user to perform local PVR requests fronoa-OITF
enabled device using a web browser.

Figure 6-43 shows a call flow for remote local Pk&4Rording session using a web browser.
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Figure 6-43: Call flow for remote local PVR recordng session using a web browser

The following is a brief description of the stepgtie flow:

0. As part of the user’s subscription to the remefVR recording service, the service provider parfs a
binding between user’s IPTV user identity (IMS IPTMPU), and the valid user’s credentials dependihg
the user’s device. These credentials could be asgrand password, as utilized by HTTP DIGEST (see
Section 6.3), or IMSI, as utilized by EAP AKA antM5AKA when devices support USIM or SIM cards,
respectively. The IPTV Application supports an am&te of a Web portal for non-OITF enabled deviées.
part of the remote L-PVR recording service, andulgh the non-OITF Web portal in the IPTV Applicatio
Functional Entity, the service provider grants asd®e the user’'s IPTV EPG service according tade’s
IPTV Service Profile. Thus, the user, based onrm#fdion provided by the EPG, orders the recordimgo
OITF of an available program scheduled for futurdtimast delivery.

1. The device, using a web browser, makes a retuéseé IPTV Application to capture the particular
scheduled content item selected by the user. Duhisgstep, the device provides the appropriatampaters
to the IPTV Application to identify the Request Eyas “SetUpRecordingOrder”, the BCService ID, the
ProgramiD, and relevant timing information as PamgBtartTime, ProgramEndTime, ProgramDuration,
TargetUserlID, etc.

2. A specific Functional Entity in the Service Pider domain or, optionally, the IPTV Application
authenticates the user request based on DIGESABIIM, or EAP AKA, depending of the type of device
used.
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A specific Functional Entity in the Service Pider domain or, optionally, the IPTV Applicationtains the
user’s IPTV IMS user identity based on the validntities used on the specific device (user/password
IMSI).

The IPTV Application, on behalf of the IPTV Usezquests the IPTV Control to capture the recerpiest.
The IPTV Application gives some appropriate parargeto the IPTV Control to identify the requesty aim
addition, the IPTV IMS User Id.

The IPTV Control queries the IPTV Service PefiE to retrieve the IPTV User Profile, to fetck tiser
related PVR settings.

The IPTV Service Profile FE returns the profdehe IPTV Control.

The IPTV Control verifies that the user is sultm to the service. The IPTV Control verifiestttigere is
no active Capture Order for the same program. PA&IControl verifies that the user is allowed to e a
Scheduled Recording order in Local mode. When lowade is initiated, the IPTV Control verifies the
recording capabilities of the target local PVR #sdettings (spare limits in time and volume). hthe
IPTV Control confirms the Capture Request to thHEMRApplication.

The IPTV Application confirms the Capture Redueshe user.
The IPTV Application sends the result of the &tddRequest to the Device.

The IPTV Control sends a SIP MESSAGE to theesarmanother IG via the ASM with TargetUserID, BC
Service Id, the Program Id, and relevant timinginfation as ProgramStartTime, ProgramEndTime,
ProgramDuration, etc. This message includes thraggarequirements to be checked by the OITF.

An HTTP 200 OK containing the SIP MESSAGE ia tiTTP body is sent to the Target OITF in response
to the HTTP Pending IG request.

A new HTTP Pending IG request is sent by thegdtaOITF with a SIP 200 OK response to the rectiv#
MESSAGE in the HTTP body. The Target OITF sendssponse to the IG, to confirm or reject the record
request.

The IG sends the SIP 200 OK with the RecordBese to the IPTV Control via the ASM.

Upon reception of a confirmation responsefie/ Control updates the IPTV User Profile statb&ser 2
for PVR to “Order Captured”, meaning that the ondgoending execution.

The IPTV Service Profile FE updates the PVRUSt&lag to “Order_Captured” together with relat&o:
Program and BCServiceld.

The Target OITF starts a counting down timetaufhe expected time the program is schedulethtb. g\t
the start of the time of the scheduled program;Tdrget OITF initiates a scheduled content session.

The Target OITF joins the multicast channel.
The Target OITF starts recording when it reegithe IP flow.
When the program is over, the Target OITF stbpgecording.

When the recording finishes, the Target OlTdvés the channel and tears down the multicastosessi
Within this tear down, the Target OITF reports baxkhe IPTV Control the result of the recordinugéther
the “spare_limit_in_volume” and “spare_limit_in_#hvalues for the specific user (the UserID ials
provided).

The IPTV Control updates the metadata recqudsific for the PVR.

The IPTV Service Profile FE updates the PVRUSt&lag to “ProgramRecorded”, together with tHatesl
info: Program 1D and BCId.
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6.10.3 Network PVR (nPVR) (managed model)

6.10.3.1 OITF-initiated nPVR

OITF-initiated NPVR is a service that allows a userequest the recording of a scheduled content ftom an OITF.
The recording is done in the network using onéheffbllowing methods:

e Synchronous recording order

The IPTV Control FE establishes and maintains asgi3ion with the CDN to set up and control a i@diogr
session. Application level context synchronizaimmaintained for the entire duration of the reaagdsession.
In other words, application level contéetween peers in a recording session is synchrorsowith the
progress of the recording.

« Asynchronous recording order

The IPTV controller sends an order to the CDN witbording job information using SIP MESSAGE. TheNCD
informs the IPTV Control FE when the recording t@nd ends: Application level context for eaclording
must be equally maintained in IPTV Control but dymomization is performed at specific points of theording
session, for example, at the end of the recordi#sgien or failure etc. Hence, application leveltertis
asynchronouswith the progress of the recording during the rdir session,

In both cases
* Only one recording order will be placed in the CBHistinct users require the same recording.

* Note that the exact means of application synchatdidn for both cases shall be defined.

6.10.3.2 Applicability of the Synchronous and Async hronous methods

The synchronous recording order method is applcabthe following case:
« Real time feedbackof the recording process is required. The IPTVt@onby keeping the SIP session alive,
allows the user or any interested entity to hae¢ tiee information about the recording processs Hfiows

support for real-time end-user features such aaliiity to be notified when the recording statte ability to
stop, in real-time, an ongoing recording, the &bt watch in real-time an ongoing recording, etc.

The asynchronous recording order method is appédalthe following case:

« Minimal feedback of the recording process is required. The IPTVt@dronly maintains the required state
information of the recording process (e.g. recaydinder placed, recording started, recording dohieis
approach is appropriate in case the CDN is not ovinyethe IPTV Service Provider but owned by a timiadty.
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6.10.3.3 OITF-initiated nPVR Recording — Synchronou s Method

Based on the EPG, the user decides to set-up ¢bedirg of a program (immediate or scheduled). fBoerding is
performed on Network Storage, under the controheflPTV Service Provider.

Figure 6-44 shows a call flow for the synchronowethod of setting up an nPVR recording session.

Copyright 2009 © Members of the Open IPTV Forum  e.V.



OITF

TPF

Resource
Admission
Control

The user selects the content to
record based on EPG

1.- HTTP POST
— (PVR Service Captute Request, »

_ 2.- SIP: MESSAGE
SR, nPVR, BCCh, Prog, time, etc) (PVR Service Captute Request, SR, nPVR, BCCh, Prog, time, etc)>

Authentication
and Session

Management

———HTTP 2000K(—— &

200 OK ()

IPTV
Control

[nPVR]

Metadata
Control

IPTV
Service
Profile

3.- SIP: MESSAGE ()——Jw——————————4 - XCAP GET (Userldy————————»

le———5.- 200 OK (PVR-Profiley———

6.- Validate request, according PVR User
Profile Settings Set up timer to manage
Order_Recording

~—7.- 200 OK (————— 8.- XCAP PUT (Userld, UpdateType=Programid, >
EventType=OrderCaptured)

- @

Status Update to “Order captured”

9.- PVR-Profile |

§—10-2000K(———————

Time to Order Recording of a
Program on a Channel

———11.- SIP: INVITE (BCserviceld, Programld, RequestType=start, etc)——pw|——12.- INVITE (—J» ——

A

Metadata is updated as soon
as program starts being
recorded. The user can

already set up a CoD

IPTV Control uses Session ID
to verify pending ACK of
recording Orders

17 - Join channel ()

33.- 200 OK(———

13.- Select MDF
with PVR capabiliies| ﬁ
[_14- RTSP ANNOUNCER,
(SDP: Transport, IPm)

fe—15.- 200 OK (}———
——16.- RTSP SETUP ()

———24.- XCAP PUT(CRID)—pm»

25+ 200 O
26.- XCAP PUT (Userld, UpdateType=Programid, _y
EventType=Recording)

| eg———————————————32.- SIP. UPDATE ()

e P NKCRD e 10

22.- SIP. 200 OK|

27.- PVR-Profile

Status Update to “Recording”

- 28-2000Kp——

31- SIP. UPDATE 30-

~a}- (CRID, Sessionld,—
Spares, Result)

- 35.- 200 OK()—--———36.- 200 OK()——»

34.- 200 OK()

A

40.- Leaves channel ()

37.- SIP.BYE ()

g— 8- RTSP 200 0K
0

19.- RTSP RECORD >

—— ~—21.- 200 OK (CRID)——

(CRID, Spares,Result)

P ___33-SIP.BYE ()St—(ig.- RTSP TEARDOWN ()p» j

(Session ID)

(Session ID)

RTSP ANNOUNCE__|

200 OK /

~-——200 OK- -t

200 OK ()

Ad
Metadata Info

nal ———41.- XCAP PUT(CRID)—j»

«——— 200 Ok———
42.- XCAP PUT (Userld, UpdateType=Programid, _y

EventType=ProgramRecorded)

43- PVR-Profile

Status Update to “Recorded”

—————————— 200 0K (—m—0— — —

Notification of Profile Update with Recording Ready Information




Figure 6-44: Call flow for network PVR recording session - Synchronous

The following is a brief description of the stepgtie flow:

0. The user, based on information provided by tA&Forders the recording of an available Program
scheduled for multicast delivery in the future.

Note: Immediate recording is analogous to scheduledrdétg, with the timer set to O.

1. The OITF makes a request to the IG to capturgérnticular Scheduled Content item selected byisiee.
During this step, the OITF gives appropriate patanseto the 1G to identify the Request Type as
“SetUpRecordingOrder”, the BCService Id, the Pragdh and relevant timing information such as
ProgramStartTime, ProgramEndTime, ProgramDuragtmn, The request shall include also the storage
recording mode (“network”, in this example) andt is a Scheduled Recording (“SR”, in this exampled
not an immediate recording request, “IR").

Note: The Request Type can be of several types: setaguding order, cancel a recording order, deletxarded
content, edit a recording order, and view a recaydirder.

2. The IG transforms the HTTP POST request fromp &tato a SIP MESSAGE request with appropriate
parameters defined by step 1 and sends it to th\ idShe IMS core network.

3. The IPTV Control receives the request, actingjesninating SIP UA.

4 -5, The IPTV Control queries the IPTV Servicefthe FE to retrieve the IPTV User Profile, to oiotéhe user
related PVR settings.

6. The IPTV Control verifies that the user is sullsd to the service. The IPTV Control verifiestttiegere is
no active Capture Order for the same Program feruber. The IPTV Control verifies that the newrite
be recorded does not exceed the user’s storage.ditet IPTV Control verifies that the signalledr&te
mode is according the User settings. Optionakygda on Service Provider determined criteria, Bié/
Control could override the PVR Storage mode siguklly the OITF.

7. The IPTV Control confirms the Capture Requesh®OITF via the ASM and the IG, and starts timing
management procedures, that would include a tiverdounts down to the expected time the program is
scheduled to start.

8. The IPTV Control updates the IPTV User Profikiss for PVR to “Order Captured”, meaning that a
recording order is pending execution.

9. The IPTV Service Profile FE updates PVR Statag Fo “Order_Captured”.

10. The IPTV Control answers back to the user &iffo0 OK response.

11. At the start of the time of the scheduled paag or when the timer to order the recording of@gPam on a
channel expires), the IPTV Control issues an Ofdecord_Request, of type “Start”, to the selectedt&ut
Delivery Network Function. The request includesdpgropriate parameters such as BCServicelD, Rrogra
ID, etc.

Note: Upon reception of more than one request for #mesnetwork PVR recording session (BCSevicelD, iramg
ID), the IPTV Control, based on local policy, mague only one Order_Record_Request of type “Start”.
this case, the CRID will be updated for each ofrdguestor’s service profile and metadata.

12. The CDNC assigns the CC function that will dlarthe INVITE for nPVR.

13. The CDN selects a CDF with PVR capabilities.

14. The CC sends an RTSP ANNOUNCE to deliver eietransport parameters: IP Multicast for the clehn
15. The CDF answers back with an RTSP 200 OK.

16. The set up of the RTSP session is performedarRITSP Session ID is established.
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17. The CDF joins the Multicast Channel.

18. The CDF answers back with a RTSP 200 OK.

19. The CDF send an order record command agaiefRRTISP Session Id.
20. The CDF with PVR Recording capabilities st#nsrecording.

21. The confirmation of the recording is sent baeckluding the Content Reference Identifier (CRH3}ociated
with the content being recorded.

22-23. The message, including the CRID, is senk bathe CDNC and then to the IPTV Control, via @M.

24, The IPTV Control updates the metadata recqrdsific for PVR. One parameter is the new Content
Reference Identifier assigned to the new conter@oP session establishment to start streamingdhtent
could optionally be possible at this point.

25. The Metadata Control acknowledges with a 200 OK

26. The IPTV Control updates the IPTV User PrafiléPTV Service Profile FE.
27.  The PVR Status in the IPTV User Profile iste€iOrder_Recording”.

28. The IPTV Service Profile FE acknowledges wi208 OK.

29. When the recording finishes, and before the (&akes the channel, the CDF reports back to thy IP
Control the result of the recording (it includesngominimum information like CRID and result code,).

30. The RTSP ANNOUNCE is sent to the CC.
31. The CC updates the information before senditmgthe CDNC in a SIP UPDATE message.

32. The SIP UPDATE message is progressed to the Bantrol FE, which uses the Session ID to verify t
pending ACK for the recording order.

33. The IPTV Control acknowledges the UPDATE messag

34 — 35. The acknowledgement is sent to the CDN@ tlaen onto the CC.

36. The CC sends an acknowledgement of the RTSP@BINCE to the CDF.
37. The SIP session is terminated.

38. The SIP BYE is progressed to the CC.

39. In the CC, the RTSP session is torn down.

40. The CDF leaves the channel.

41. The IPTV Control updates the metadata recqrdsific for PVR.

42. The IPTV User Profile FE updates the PVR Stktag to “ProgramRecorded” together with the relate
info: Program 1D and BCId.

43. The PVR Status in the IPTV User Profile isteetOrder_Recorded”

At this point, in order to play the recorded comt@nContent-on-Demand session set-up needs tuttzad
by the OITF.

6.10.3.4 OITF-initiated nPVR Recording - Asynchron ous method

Based on the EPG, the user decides to set-up¢bedieg of a program (immediate or scheduled). fBoerding is
performed in the CDN, under the control of the IP$&tvice Provider.

Figure 6-45 shows a call flow for the asynchronmeghod of setting up a local nPVR recording session
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Figure 6-45: Call flow for Network PVR recording - Asynchronous

The following is a brief description of the stepghie flow:

0. The user, based on information provided by tA&Forders the recording of an available Programedaled for
future multicast delivery.

Note: Immediate recording is analogous to scheduedrding, with the timer set to 0.

1. The OITF makes a request to the IG to captgérticular Scheduled Content item selected byisiee.
During this step, the OITF provides appropriateapsaters to the IG to identify the Request Type as
“SetUpRecordingOrder”, the BCService Id, the Pragd and relevant timing information such as
ProgramStartTime, ProgramEndTime, ProgramDuragtn, The OITF also indicates the TargetUserID. The
TargetUserID identifies the User on behalf of whitva request is initiated. The request shall alstude the
storage recording mode (“Network”) and if it is e®duled Recording (“SR”, and not an immediate ng¢iog
request, “IR").

Note: The Request Type can be of several types: setagrding order, cancel a recording order, delete a
recorded content, edit a recording order, and \d@ewecording order.

2. The IG transforms the HTTP POST request from &tito a SIP MESSAGE with appropriate parameters
defined by step 1 and sends it to the ASM in th& iddre network.

3. The IPTV Control receives the request, actingjersninating SIP UA.

4-5. The IPTV Control queries the IPTV Servicefife FE to retrieve the IPTV Service and User Besf and to
obtain the user-related PVR settings.

6a. The IPTV Control verifies that the user is sultied to the service. The IPTV Control verifieattthere is no
active Capture Order for the same Program. The IB®¥ftrol verifies that the user is allowed to sgiau
Scheduled Recording order in the “Network” mode has enough storage space in the quota allocatad to
subscription.

6b. The IPTV Control creates a context for the pate registers relevant information to keep traicthe order
status.

Note: Whether the IPTV Control sets a timer at thigistar immediately forwards the recoding order ®@bN
with appropriate information is left to the IPTVI8tion specifications.

7. The IPTV Control sends a SIP MESSAGE to the ASith the BC Service Id, the Program Id, and relévan
timing information such as the ProgramStartTimegPamEndTime, ProgramDuration, etc.

8. The SIP MESSAGE is progressed to the CDNC, had to the appropriate CC.
9-11a. The CC confirms the recording order withla 200 OK.
11b. The IPTV Control updates the context of ttaeomland registers the order status information.

12. Upon reception of confirmation response, tiBMEontrol updates the IPTV User Profile statusPMR to
“Order Captured”, meaning that the order is pendixgcution.

13-14. The IPTV User Profiles updates PVR Statag kb “Order_Captured” together the related infegPam and
BCServiceld, and confirms that update to the IPToA{Eol.

15-16. The IPTV Control confirms the Capture Regjteshe OITF via the ASM and the I1G.

The Recording Process between the CC and the CIDE same as in the synchronous method (see steps39
regarding RTSP and IGMP in Section 6.10.3.3).

17a-g. When the recording starts, the CC inforred®TV Control of that event using a SIP MESSAGRe TPTV
Control acknowledges the message with a 200 OK.
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18-23. When the recording is completed, the CCsean8IP MESSAGE to the IPTV Control. The IPTV Cohtr
acknowledges with a SIP 200 OK, after updatingcttretext of the order and registering the ordeustat
information.

24, The IPTV Control updates the metadata recqrdsific for PVR.

25. The IPTV User Profile FE updates the PVR Stitag to “ProgramRecorded” together related infagPam ID
and BCld.

26. When the user profile is updated, a notifigat®sent to the OITF.

6.10.3.5 Remote request from a non-OITF device for a PVR Recording

For the scheduling of network recordings, the sataps 1 through 9 for order capture as define@dtien 6.10.2.5 and
Figure 6-45 applies. Recording Control by the IPT&htrol will follow steps 7 through 21 as descritvedection 6.10.2.5.

6.11 Bookmarking

Bookmarking allows a user receiving a content isgran OITF to mark a point in time in the strearedtent which he can
access at a later time. The content item can bedsbdd Content or CoD.

The user can later retrieve the bookmark from awat on which he is registered.

Two procedures are specified for bookmarking cantam IMS-based procedure and a DAE procedure.

6.11.1 Bookmarking a CoD item

6.11.1.1 IMS-based approach

6.11.1.1.1 Bookmarking Creation and Storage

The call flow in Figure 6-46 depicts the IMS-baseduence for creating a bookmark for a CoD itemstodng it in the
user’s IPTV service profile for later retrieval.
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OITF has established a CoD Session

<
<

User request a
bookmark
e

1. RTSP GET_PARAMETER (position)

3.HTTP POST (SIP INFO)
4. SIP INFO ginfo-gvent-CoD-Bookmark, content id)

5. SIP INFO (info-event-CoD-Bookmark, content id)
-—_
6. Bookmark request (info-event-CoD-ﬁookmark, content id)
7. XCAP PUT (info-event-CoD-Bookmark other data)
—

8. 200 OK

9. Response ()

<

—L0. SIP 200 OK

11. SIP 200 OK
—

12. HTTP 200 OK (SIP 200 OK)
—

Figure 6-46: IMS-based CoD Bookmark creation and Strage

The following is a brief description of the steps:

1.

10.
11.
12.

The OITF has established a CoD session. At gmim in time, the user decides he wants to cradteokmark.
If the OITF does not have the current play out fims; it sends an RTSP GET-PARAMETER request toGke
which sends an RTSP GET-PARAMETER request to thé& @lrequest the current play out position.

The CDF returns the response to the RTSP GETAMIRTER request in an RTSP 200 OK to the CC, which
returns the 200 OK to the OITF.

The OITF issues an HTTP POST request to thé#Bincludes the SIP INFO message.

The IG sends to the ASM a SIP INFO Messageitichides the info-event CoD-Bookmark package a$ agel
the CoD content id.

The ASM proxies the SIP INFO Message to the IRZwtrol FE.

The IPTV Control FE issues a Bookmark store estjto the IPTV Application handling bookmarks. The
request includes the info-event CoD-Bookmark paekatd the content id

The IPTV Application issues an XCAP requestbehalf of the user, to update the service profité the CoD-
Bookmark data

The IPTV Service Profile returns the responsthédPTV Application.

The IPTV Application returns its own responséi® IPTV Control FE.
The IPTV Control FE returns a SIP 200 OK toASM.

The ASM proxies the SIP 200 OK to the IG.

The IG returns to the OITF a 200 HTTP OK tmatudes the SIP response

Copyright 2009 © Members of the Open IPTV Forum  e.V.



Page 121 (234)

6.11.1.1.2 Bookmarking Retrieval

The call flow in Figure 6-47 depicts the IMS-baseduence for retrieving a CoD bookmark that isestdn the user's IPTV
service profile.

1. XCAP Get (CoD-Bookmark, other)

2. HTTP 200 OK (data)

Figure 6-47: IMS-based CoD Bookmark retrieval

The following is a brief description of the steps:

1. The OITF issues an XCAP GET request to the IBEwice Profile to request the bookmark.
2. The bookmark is returned in an HTTP 200 OK respo

6.11.1.1.3 Content-related Bookmark Retrieval

Content-related retrieval allows a user to retriab¢he bookmarks previously set against the adritem the user had
chosen for viewing. For example, the user watehgisow, and sets bookmarks on some terrific scemézat they may be
reviewed later. Some time later, when the user svemteview the show, the user requests the cofaemtewing. At the
same time, all the bookmarks for that content isemtransferred from the network to the OITF, dreluser can watch from
any of the bookmarked points.
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ITF RAC ASM IPTV CDNC/ PTV
Control CCICDF Sperg:lcee

1. INVITE

»
»

Resource reservation

1. INVITE
2. XCAP GET(User ID)
3. 200 OK (service profile)
4. INVITE
«—
4. INVITE
5. 200 OK
' 5.200 OK
R
6. XCAP GET (User ID, content ID)
7. 200 OK (Bookmark list)
8. 200 OK <
—

Resource commit

8. 200 OK

&
<«

9. Display the bookmark list, and the user selects to start from one of the bookmarks

Figure 6-48: Content-related Bookmark Retrieval Cal Flow

The ITF sends an INVITE to the IPTV Control the ASM to set up a CoD session. The ASM uses the
services of the “Resource and Admission Contratictional entity to perform resource reservation.

The IPTV Control sends an XCAP GET to retridve tiser’s service profile.

The IPTV Service Profile returns 200 OK to tRdY Control with the user’s service profile, ane IRTV
Control FE uses the user’s service profile datehteck the service rights for the requested service.

The IPTV Control validates the request, seldwsappropriate CDNC for the requested content,sands the
INVITE to the CDNC via the ASM. The CDNC then satethe CC and sends the INVITE to the CC, which
selects the CDF and sends the RTSP SETUP to the CDF

The CDF returns an RTSP 200 OK to CC, whichrreta SIP 200 OK to CDNC, which returns the 200t0K
the IPTV Control via the ASM.

The IPTV Control sends an XCAP GET to retridve bookmark list from the IPTV Service Profile, ihe
user ID and content identifier.

The IPTV Service Profile returns the 200 OK vitie bookmark list to the IPTV Control. Each boakknin the
list should contain at least the content ID andtittne reference.

Note: The messages in step 6 and 7 may be embeddee imessages for steps 2 and 3.

The IPTV Control returns the 200 OK to the ITh the ASM, with the Bookmark list. The ASM insttsithe
“Resource and Admission Control” FE to commit teearved resources.
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9 The ITF displays the bookmark list to the used the user selects the bookmark from which sheesiso start
viewing the content.

6.11.1.2 DAE-based approach for bookmarking CoD

6.11.1.2.1 Bookmarking Creation and Storage

The call flow in Figure 6-49 depicts the DAE-baseduence for creating a bookmark for a CoD itemsaodng it in the
user’s IPTV service profile for later retrieval.

| OITF has established a CoD Session |

<
«

User request a
bookmark
—_—

1. RTSP GET_PARAMETER (position)

3. HTTP POST (CoD-Bookmark, content id)

4. XCAP PUT (CoD-Bookmark, other data)
—

5. HTTP 200 OK

6. HTTP 200 OK

Figure 6-49: DAE-based CoD bookmark creation and stage

The following is a brief description of the steps:

1. The OITF has established a CoD session. At gmim in time the user decides he wants to cres@i@o&kmark.
If the OITF does not have the current play out fimsj it sends an RTSP GET-PARAMETER request toGke
which sends an RTSP GET-PARAMETER request to th€ @lrequest the current playout position.

2. The CDF returns the response to the RTSP GETAMMRTER request in an RTSP 200 OK to the CC, which
returns the 200 OK to the OITF.

3. The OITF issues an HTTP POST to the IPTV Appiicafor storing the Cod-Bookmark. The requesttidels
the content id.

4, The IPTV Application issues an XCAP requestbehalf of the user, to update the IPTV Service ikrefith
the CoD-Bookmark data.

o

The IPTV Service Profile returns the responstedPTV Application.

o

The IPTV Application returns an HTTP 200 OK resge to the OITF.
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6.11.1.2.2 Bookmarking Retrieval

The call flow in Figure 6-50 depicts the DAE-basedjuence for retrieving a CoD bookmark that isestdn the user's IPTV
service profile. The following is a brief descripti of the steps:

1. The OITF issues an HTTP GET request to the IRpplication to fetch the requested information.

2. The IPTV Application issues an XCAP GET requeghe IPTV Service Profile to request the bookmark
information.

3. The bookmark information is returned in an HTZ0® OK response.

4, The IPTV Application returns an HTTP 200 OK thatludes the bookmark information.

1. HTTP Get (CoD-Bookmark, other)

2. XCAP Get (CoD-Bookmark, other)
-—

3. HTTP 200 OK (data)
(= 7S

4. HTTP 200 OK (data)

Figure 6-50: DAE-based CoD bookmark retrieval

6.11.2 Bookmarking a Scheduled Content item

6.11.2.1 IMS-based approach

6.11.2.1.1 Bookmarking Creation and Storage

The call flow in Figure 6-51 shows the IMS-basedgedure for bookmarking a scheduled content iterd,storing the
bookmark in the user’'s IPTV service profile fordatetrieval.
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OITF has established a Scheduled Content Session

P
<

User request a
bookmark
E—

1.HTTP POST (SIP INFO)
2. SIP INFO (Info—Event—TV—Bookmark, option)

3. SIP INFO (Info-Eyent-TV-Bookmark, option)

4. Bookmark request (TV-Bookmark, parameter)

5. The IPTV control server
must determine that this
program is available for

bookmarking if network option
is selected

6. XCAP put (TV-Bookmark other data)
L Sl

7.200 OK

8. Response ()

«—9.2000K
10. 200 OK

— =0
11. HTTP 200 OK (200 OK)
——

Figure 6-51: IMS-based Bookmark creation and storag for Scheduled Content

The following is a brief description of the steps:

1. The OITF has established a scheduled contesibseg\t some point in time, the user decides hetsvto create
a bookmark. The OITF issues an HTTP POST requebettG that includes the SIP INFO message.

2. The IG sends to the ASM a SIP INFO Messageitichides the info-event TV-bookmark package. If the
bookmark refers to a locally stored content, tlgest includes the PVR field; otherwise this fislechot
included.

3. The ASM proxies the SIP INFO Message to the IFZIontrol FE.

4. The IPTV Control FE issues a bookmark requettedPTV Application handling bookmarks. The resfue
includes the TV-Bookmark and the PVR field (if inded in the request).

5. If the PVR field is absent, the IPTV applicatirifies that the selected scheduled contentadate for
bookmarking. This verification is bypassed if théRPfield is present.

6. The IPTV Application issues an XCAP requestbehalf of the user, to update the IPTV Serviceikrefith
the TV-Bookmark data, if a bookmark is available $torage

7. The IPTV Service Profile returns the responstiédPTV application.

8. The IPTV Application returns its own responséi® IPTV Control FE.

9. The IPTV Control FE returns a SIP 200 OK to AgM.
10. The ASM proxies the SIP 200 OK to the IG.

11. The IG returns an HTTP 200 OK that includes3He response.
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6.11.2.2 Bookmarking Retrieval

This procedure is identical to that described intida 6.11.1.2.2. Note that if the program is remtarded and no bookmark
is created, then step 4 in section 6.11.1.2.2 jstgm

6.11.2.3 DAE approach

6.11.2.3.1 Bookmarking Creation and Storage

The call flow in Figure 6-52 shows the sequencecfeating a DAE-based bookmark for Scheduled Cdrated storing it in
the user’s IPTV service profile for later retrieval

OITF has established a Scheduled Content Session

<
<

User requests
a bookmark
]

1. HTTP POST (Info-Event TV-Bookmark, option)

2.The IPTV control
server must
determine that this
program is available
for bookmarking if
network option is
selected

3. XCAP put (TV-Bookmark other data)
- s

4. 200 OK

5. HTTP 200 OK

Figure 6-52: DAE-based bookmark creation and storag for Scheduled Content

The following is a brief description of the steps:

1. The OITF has established a scheduled contesibse#\t some point in time, the user decides hetsvto create
a bookmark. The OITF issues an HTTP POST to th&IRpplication for storing the TV-Bookmark. If the
bookmark refers to a locally stored content, tlguest includes the PVR field; otherwise this fislahot
included.

2. If the PVR field is absent, the IPTV applicatiarifies that selected Scheduled Content itenvaglable for
bookmarking. This verification is bypassed if théRPfield is present.

3. The IPTV application issues an XCAP requesthemalf of the user, to update the IPTV ServiceiRrgfith the
TV-Bookmark data if a bookmark is available forrsige

4, The IPTV Service Profile returns the responsthédPTV application.
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5. The IPTV Application returns an HTTP 200 OK he tOITF

6.11.2.3.2 Bookmarking Retrieval

This procedure is identical to that in Section 6112.2.

6.11.2.4 Network initiated Bookmarking (Managed mod  el)

This procedure is performed when, for example|B¥&/ Control FE needs to acquire the offset forphepose of session
transfer or session replication (see Section 6.2).Blote that other applications may need thicedore as well.

Figure 6-53 shows how the OITF can use the IMS agt\o return the requested information.

_ 1. SIP INFO (send offset)
2. HTTP 200 OK (SIP INFO)

3. HTTP POST (20Q OK)

4. SIP 200 OK (offset)
5. Bookmark request (info-event-CoD- Bookmark, content id)

>

6. XCAP put (info-event-CoD- Bookmark, other data)

< 7. 200 OK
8. Response ()

Figure 6-53: Network-initiated Bookmarking

The following is a brief description of the stepstlie call flow:

1. The IPTV Control FE sends a SIP INFO messadieetdG (via the ASM which is not shown for simptigi
requesting the OITF to send to it the missing imfation.

2. The IG sends an HTTP 200 OK response to the @iaFincludes the SIP INFO.
3. The OITF issues to the IG an HTTP POST thatithes the SIP 200 OK response with the requested dat

4. The IG returns a SIP 200 OK response to th&/IBdntrol FE. The IPTV Control FE may scale badkitahe
returned position to cater for some time lost.

5 The IPTV Control FE then issues a Bookmark regiteethe IPTV Application responsible for bookneark

6. The IPTV Application issues an XCAP PUT requeghe IPTV Service Profile.

7 The IPTV Service Profile returns a 200 OK to A&V Application.

8. The IPTV Application returns a response to A€\ Control.

Note that steps 5 to 8 are needed in case the @itTRot receive the bookmark during the sessidiaiin procedure and
has to retrieve it.

Copyright 2009 © Members of the Open IPTV Forum  e.V.



Page 128 (234)

6.12 Parental Control
6.12.1 What is on the TV?

“What is on the TV” is a feature that allows useith proper authorization to be informed of the t&om being watched at an
OITF. The description below shows how the OITF répto the network the content that is being wadche

There are several modes for this feature, all dElwhare under the control of service provider, atnich are negotiated
during the scheduled content session setup, amelafer. Changes to any of the negotiated modes@eur at any point in
time during the lifetime of a scheduled contensgesusing normal session modification procedufée. various modes for
the feature shall be aligned with the IETF RFC [R&f The modes of operation are:

» The OITF can be ordered to report at all timesctiv@ent being displayed after channel zapping

* An OITF that continuously reports the content ibdieing displayed after channel zapping can bererdito stop
such reporting at any time.

 An OITF that is ordered to stop reporting the cahteeing displayed can be ordered to resume reyprti
immediately and until such time when it is ordetedtop reporting

All of the above modes are under the control ofséerice provider.

6.12.1.1 Negotiated content reporting at session in itialization

The call flow in Figure 6-54 depicts the normalseace that occurs when a scheduled content sessiom is augmented
with the support for this feature, in which the ®IiE ordered to report the content currently belizplayed.

1. HTTP POST (Scheduled Content Session, send-info, rec-info)

» 2. INVITE (send-info, rec-info)

v

| 3. Initial Resource reservation |

4. INVITE (send-info, rec-info)

-—
| 6. Final Resource Modification |
[ 7. 200 OK (send-info, rec-info)
8. HTTP 200 OK (send-info, rec-info) N
<
11, IGMP JOIN 9. ACK »  10.ACK
—_— >
12. HTTP POST (Content-Info) _ 13. SIP INFO (info-event = content info)
> 5
>
_—
17. HTTP 200 OK () L 16. 200 OK |
o <

18. User Performs Channel
Zapping

_

19. User stops Channel Zapping for
a minimum configurable period

20. HTTP POST (Content-Info)

21. SIP INFO (info-event = content info)

»22. SIP INFO (info-event = content info)
_—

25. HTTP 200 OK () e 24. 200 OK

<

<

<

Figure 6-54: Content Reporting at Session initialiation

The following is a brief description of the steps:
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1. The OITF sends an HTTP POST request to the Kgttap the scheduled content session. The OITHR
Control FE MUST support the info-event packagecfmmtent reporting.

2. The IG sends a SIP INVITE to the ASM. The INVIir€ludes the headers received by the IG.

3. The ASM performs initial resource reservatiottwthe RAC.

4. Following that, the ASM proxies the INVITE toethPTV Control FE.

5. The IPTV Control FE validates the INVITE per thermal procedure associated with the scheduleténtriThe
IPTV Control FE then returns a 200 OK to the ASMeT200 OK MUST include the rec-info header. If the
IPTV Control FE does not want any reporting by @i&F it SHALL set the value of rec-info to that edt. If
the IPTV Control FE wants the OITF to report conteformation, it SHALL set the value of rec-info that
effect. In this call sequence, the value is sehgbat the OITF is ordered to report the cont€he 200 OK
may include the send-info header.

6. The ASM performs final resource modificationtwihe RAC.

7. The ASM proxies the 200 OK to the IG.

8. The IG sends an HTTP 200 OK to the OITF.

9 — 10. The IG sends an ACK to the ASM, which pegi to the IPTV Control FE.

11. The OITF issues an IGMP JOIN to the access twdiew the selected content item.

12. The OITF issues an HTTP POST to the IG to tephercontent being watched.

13. The IG sends a SIP INFO message to the ASMSTRENFO includes the info-event for content rejmay.
14. The ASM proxies the SIP INFO to the IPTV Cohfg.

15. The IPTV Control FE responds to the ASM witkG8 OK.

16. The ASM proxies the 200 OK to the IG.

17. The IG sends an HTTP 200 OK to the OITF.

18. The OITF performs channel zapping.

19. Following channel zapping, it is assumed that®@ITF remains tuned to a scheduled content itera f
minimum configurable time.

20. After that time has elapsed, the OITF issuedBRP POST to the IG to report the content beirgplkdiyed.

The remaining steps are identical to the previepsring and will not be described again.

6.12.1.2 Mid-Session negotiation for content report  ing

The call flow in Figure 6-55 depicts the sequertzg bccurs in mid-session when a service providaers an OITF to stop
or resume content reporting depending on the OI'dBanThere are no limits on how frequently suclo@er can be sent.

The triggers for such an order can be many. Exagriptdude a service request from an authorized reetinithe household
for the information when it is not available, mahiméervention by the service provider, etc.
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Transport IPTV
OITF Processing -
Function
1. HTTP PENDNG request () o Trigger to request the OITF to
i stop reportin

_ 2 SIP UPDATE (rec-info = no content reporting)
—

_ 3. SIP UPDATE (rec-info = no content reporting)
<

" 4. HTTP 200 OK ( stop content reporting)

5. HTTP PENDNG request ()

> 6.200 OK () Iy 7 2000k

8. User Performs Channel
Zapping

—

9. User stop Channel Zapping for a
minimum configurable period

U

Trigger to request the OITF,
to resume content reporting |

11. SIP UPDATE (rec-info = resume content reporting) 10. SIP UPDATE (rec-info = resume content reporting)

12. HTTP 200 OK ( Resume content reporting) <

13. HTTP PENDNG request ()

— 14. 200 OK ()

> 152000k ()

17. SIP INFO (info- it = tent inf
16. HTTP POST request (Content Info) > (info-event = content info) » 18. SIP INFO (info-event = content info)
—_—
21 HTTP 200 OK () L 20. 200 OK () _ 19.2000K ()

A

Figure 6-55: Mid-session signalling for content reprting

The following is a brief description of the steps:

1. It is assumed that the OITF is displaying contend the OITF is reporting the content being ldigpd. The

OITF sends an HTTP PENDING request so that it earive any information destined to it.

2. At some point in time, a trigger requests thEMRControl FE to order the OITF to stop reportihg tvatched
content. The IPTV Control FE sends a SIP UPDATEh®ASM. The UPDATE includes the rec-info headér se

to indicate “no content reporting”.

The ASM proxies the SIP UPDATE to the IG.

The IG sends an HTTP 200 OK to the OITF to refhae request.

The OITF sends an HTTP PENDING request to the 1G

The IG sends back a 200 OK to the ASM in respdoshe SIP UPDATE.
The ASM proxies the 200 OK to the IPTV Contrél. F

Later, the user performs channel zapping, aad@ti F displays a new content item.

© © N o 0 > W

Channel zapping is stopped for the minimum gurfible time but the content displayed is not ribr

At some later point in time, the IPTV Control FEEeé/es a new trigger to order the OITF to repogtdisplayed

content.

10-15. The OITF issues an HTTP POST to the IGpontehe content being displayed. Steps 10-153dmmtical to

steps 2-7.

Immediately upon receipt of the new order, the Ot&ports the content being watched in steps 16wRich are

identical to steps 20 -25 described in Section.g.12
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6.12.1.3 Publishing and Subscribing to Content bein g watched by an OITF

There are two means by which content being streamad OITF can be published:

» The end user can have an application on the Olafctén publish to a Presence server what the siseriently
watching. This is under user control.

 The IPTV Control FE can perform the same tasls &ware of the content being streamed and cangbuthle data
to a Presence server on behalf of the user. Thisdsr the control of the service provider

Clearly, the information in the Presence serverlimnpdated by either approach simultaneously.

End users with appropriate authorization can siitbsd¢o receive this information. The service pravigerforms the
necessary verification to ensure that only autleariasers can have access to this information. s€éhéce provider also
guarantees that the information is accurate. fHagire is essential for parental control purposes.

6.12.1.3.1 Publishing watched content at an OITF by the Service Provider

The call flow in Figure 6-56 depicts the sequerarepliblishing watched content, by the service gtewi

1. PUBLISH ( user, content information)

<
<

2. PUBLISH (user, content information)

3,200 0K ()

A

4.200 OK ()

v

Figure 6-56: Publication of watched content at an O'F by the Service Provider

The following is a brief description of the steps:

1. The IPTV Control FE has information related ¢mtent being watched by a user at OITF1, and sar®iP
PUBLISH to the ASM on behalf of the user.

2. The ASM forwards the PUBLISH to the Presenceeser
3-4. The Presence server returns a 200 OK to §i,Avhich forwards it to the IPTV Control FE.
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6.12.1.3.2 Publishing watched content at an OITF by  the End User

The call flow in Figure 6-57 shows the sequencmes$sages for publishing watched content by theusad

1. HTTP POST (SIP PUBLISH)
"2, PUBLISH ¢ontent information)

>

3. PUBLISH ¢hannel information

>

4. PUBLISH (content information

—

5. 200 OK ()

\4

)

>
»

6. 200 OK ()

L 8 HTTP 200 OK () < L2000K0

Figure 6-57: Publication of watched content at an OF by the end user
The following is a brief description of the steps:

The OITF issues an HTTP POST to the IG. Theestmcludes the SIP PUBLISH..
The IG forwards a SIP PUBLISH to the ASM.

The ASM forwards the SIP PUBLISH to the IPTV @ohFE or directly to the Presence server.

The Presence server responds with a SIP 2000@hetIPTV Control FE via the ASM

7. The IPTV Control FE forwards the SIP 200 OKhe ASM, which forwards it to the 1G.

1.

2

3

4. The IPTV Control FE forwards the SIP PUBLISHhe Presence server via the ASM.
5

6—

8.

The IG sends an HTTP 200 OK, which includes3i® 200 OK, to the OITF

6.12.1.3.3 Subscribing to receive information on co  ntent watched at an OITF

The call flow in Figure 6-58 shows the sequencmes$sages for subscribing to receive informatiocantent streamed at

an OITF.
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14. HTTP POST (SIP 200 OK) >
:
>
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A 4

Figure 6-58: Subscription to receive information orwatched content at an OITF

The following is a brief description of the steps:

1.
2.

10.
11-12.
13.
14.

15-16.

The OITF issues an HTTP POST to the IG. Theestucludes the SIP SUBSCRIBE.
The IG forwards the SIP SUBSCRIBE to the ASM.

The ASM forwards the SIP SUBSCRIBE to the IPToh@ol FE. Before the IPTV Control FE forwards the
SUBSCRIBE message to the Presence server, it céoripehe following optional step: The IPTV ContifeE
can pull the latest watched channel informatiomftbe OITF and publish it. It does so if it belisubat the
information has changed since the last time it prsdished. The IPTV Control FE can also choose to
temporarily request that the OITF retry subscridatgr while the IPTV Control performs that task.

The IPTV Control FE forwards the SIP SUBSCRIBEHe Presence server via the ASM

The Presence server responds with a SIP 20 @€ IPTV Control FE via the ASM, which, in tuferwards
the 200 OK to the IG via the ASM.

The IG sends an HTTP 200 OK that includes tfe2B0 OK to the OITF.

The OITF sends an HTTP POST pending requesttiaigation of the reception of a NOTIFY.

The Presence server sends a NOTIFY includiagequired information to the IPTV Control FE VieetASM.
The IPTV Control FE forwards the NOITFY betASM, which forwards it to the 1G.

The IG sends an HTTP 200 OK that includes tReN®ITFY to the OITF

The OITF issues an HTTP POST that include$tRe200 OK response to the IG.

The IG forwards the 200 OK to the ASM, whpasses it on to the IPTV Control FE.
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17. The IPTV Control FE forwards the 200 OK to Bresence server.

6.12.2 Parental Authorization for CoD

An example of parental control within the contekGCoD services, and using communication serviafers to the ability of
the IPTV solution to seek, in real-time, parentatharization when an end user engages with the IBy8st¥em for CoD
selection and if the IPTV User Profile of that ersgr indicates such a need.

Section 6.12.2.1 provides an example for a call flo illustrate the roles played by different destinvolved in parental
control within the context of a CoD service.

6.12.2.1 Browser-Based Portal CoD Application

This use case is about an end user engaging vethiPthv system for the purpose of selecting a Co@fanwhom parental
control has been activated in the IPTV ServiceiRr&iE.

The call flow for this use case is shown in Fige#89. The following is a brief description of tseps:

1. The end user, through the GUI and the OITF, besithe CoD application and makes his choice regaed
CoD.

The CoD application verifies with the IPTV Servieeofile FE if parental authorization is requiredda
determines that it is needed in this case.

2. The CoD application returns an HTTP respongbddITF to inform the user that parental authaidrais
currently being sought, before the selected cortantbe made available for viewing.

3. The CoD application sends a request to the IE®ktrol FE to request parental authorization fershbject
end-user. The CoD application includes all inforioanheeded in that regard.

The IPTV Control FE can use various means to oliterrequired authorization. For example, IMS
communication services, such as SIP messagingyl& ¢n be used to obtain such an authorizationetOth
means can also be envisaged such as e-mail.

4, Once the CoD application receives such an aiatht@on, it can send a SIP MESSAGE to the end-tser
indicate that parental authorization is granted.

Following that, a normal unicast CoD session ial@i&hed for the desired content.
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IPTV CoD IPTV VoD

S = — Control Application Profile cC

End User

1. User selects Video

[
»

CoD determines that
parental authorization
2. HTTP Response (Notify end user that parental is required.
_gauthorization is sought

3. Parental

¢ authorization required

Authorizer

Authorization is granted using Communication Services

4. Parental Authorization Granted (Service URN)
d

«

Normal unicast CoD Session setup procedure

Figure 6-59: Parental Control for browser-based CoDportal application

6.12.3 Parental Control for Scheduled Content (mana  ged model)

This section describes, at a high-level, the promeéor parental control of scheduled content bycWia parent can remotely
turn off access to a scheduled content progranaritbe used, for example, when a parent (away frame, say) becomes
aware that there might be violent pictures fromaamaccident shown in the news. The parent chetle the children are
watching on TV, and, if it is that news programm ¢emporarily block access to that content.

Figure 6-60 shows a high-level procedure for allayé parent to temporarily block access to a sdbhddiontent item.

ITF1

IPTV P2P Communication

ITF2

1. Child is watching IPTV Scheduled Content

2. Parent finds out information related to the watched content
(channel, rating, etc)

3. Parent initiates a request to block the program

4. Blocking the program according to the request

Figure 6-60: High-level Procedure for Parental Contol of Scheduled Content

The following is a description of the interactianghe flow:

1. A child is watching a scheduled content progaanTV, for example the news.
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2. His parent acquires the information on the ckhbering watched (such as the BC service ID, ratetg.). The
mechanism to perform this is described in Sectid2 8.

3. If the parent decides that the program is uablétfor the child, he initiates a request whicegto the IPTV
Control to block access to the program temporagilg,, a request for change channel, or a requgstuse the
media streaming, or a request for teardown themsess

4. The program being watched by the child is bldclkaurther actions depend on the service provider.

6.12.3.1 Detailed Signal Flow for Parental Control  of Scheduled Content
Figure 6-61 shows a detailed signal flow for thegedures that allow a parent to temporarily blontess to scheduled

content.
Transport IPTV Presence
ITF1 Processing Control e Server ITF2
Function

1. Call flow for retrieving information related to the watched content

2. SIP MESSAGE (parent control=change channel,
__parent identity, child identity)
3. SIP MESSAGE (parent control=change channel,
__parentidentity, child identity)

<

Validate Request

4. SIP MESSAGE (parent control=change channel,
parent identity, chilciidentity)

SIP MESSAGE (parent control=change channel, parent identity, child identity)

5.

6. IGMP Leave

7. IGMP Join

8.200 OK R
49. 200 OK g
10. 200 OK

11. 200 OK

v

Figure 6-61: Detailed procedure for Parental Contrd of Schedule Content

The following is a description of the interactidmstween the entities:

1. A parent retrieves information on the prograntclvad by the child. The method for doing this isated in
Section 6.12.1.

2. The parent initiates a request to block acaefiset program temporarily. This is done by ITF2dieg a SIP
MESSAGE to the IPTV Control. The MESSAGE carriems@arameters including the following:

» the command for the type of Parental Control retpte®.g., channel change, session termination, etc
» the parent identity.

* the child identity.
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3. The SIP MESSAGE is routed to the IPTV contral the ASM.

4. The IPTV Control validates the message, andssarffilP MESSAGE, including parameters such as the
command for the type of Parental Control requegteiparent identity, etc., to ITF1 to block thetemt. In the
example flow shown, the command for the type oéptal control requested is to change the chan(@her
types of parental control, such as session teardareralso possible, but not shown.).

5. The MESSAGE is routed to ITF1 via the ASM.

6 — 7. Inthe example shown, the parent’s reqedst change the channel. ITF1 sends an IGMP Lealeate the
channel and a subsequent IGMP Join to join theatemnel.

8 —11. The ITF1 responds with a 200 OK, whicloisted back via the ASM to ITF2.

Note: Any subsequent steps are left to the serviceigeov

6.13 User Profile Management

User profile management refers to the set of ojmerathat allows a user to manage his profile. Tittudes the ability to
create, retrieve, modify, delete, or replace thofijer

Below is an example for a call flow to illustratestroles played by different entities involved seuprofile management

6.13.1 IPTV User Profile Retrieval - Unmanaged Mode |

This use case includes an end user fetching hi¥ BBer Profile, updating it and then uploadingTthe call flow for this
use case is shown in Figure 6-62.

The following is a brief description of the steps:

1. An end user, through the GUI, selects the proétrieval option.
2. The OITF sends an HTTP GET request to the IPPygligation FE. The request includes the user ithenti
3. The IPTV Application authenticates the user fitgn
4, The response is returned.
5. The IPTV Application issues an XCAP GET requedhe IPTV Service Profile FE.
6. The IPTV Service Profile FE verifies the autkation policies associated with the IPTV User Feddigainst the
identity in the incoming request and subsequesetiyrns the IPTV User Profile to the IPTV Applicatim an
HTTP 200 OK.
7. The IPTV Application subsequently returns th€\fRuser profile to the OITF in an HTTP 200 OK.
The received IPTV User Profile is displayed to tiser who performs the desired updates, and is sadyrto
upload the new IPTV User profile.
8. The end user, through the GUI, selects thelprafidate option.
9. The OITF sends an HTTP PUT request to the IPPglisation. The request includes the user identity.

10. The IPTV Application FE authenticates the tdentity.
11. The response is returned.

12. The IPTV Application issues an XCAP PUT requeghe IPTV Service Profile FE.
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13. The IPTV Service Profile FE verifies the authation policies associated with the IPTV User Bedadigainst the
identity in the incoming request and subsequeetiyrns to the IPTV Application an HTTP 200 OK after
updating the profile.

14, The IPTV Application subsequently resithe response to the OITF in an HTTP 200 OK .

The GUI displays to the user the received response.

Service ;
OITF Access IPTV Service IPTV

Authentication Profile Application

J 2. HTTP Session setup request (GET message to Fetch Profile)

v

1. User selects
Profile
Management
Option

3. Authenticate User (User Identity)

A

4. Authentication Response

»
»

5. XCAP GET (User Identity)
-

6. HTTP 200 OK (User Profile)

7. HTTP Session setup response (includes the user profile)

Display Received
Profile

User performs
the update

J 9. HTTP Session setup request (PUT message with updated Profile)

A 4

8. User selects

Profile 10. Authenticate User (User Identity)
Management <
Option 11. Authentication Response R
>

12, XCAP PUT (User Identity)

13. HTTP 200 OK () .
L

14. HTTP Session setup response - 200 OK

User gets a
success indication

Figure 6-62: IPTV User Profile retrieval and updatein the Unmanaged Model

6.14 Service and Content Protection

For service and content protection, this specificasupports two approaches:

1. aterminal-centric approach that is Marlin-based, that uses OMAftitenats (PDCF, DCF) and the Marlin IPMP
file format for protection of files, and that supf®AES or DVB-CSA encryption, the ECM from IEC &34
[Ref 32] for MPEG-2 transport stream protectiong an

2. agateway-centric approach that is based on a secure authentichéeohel between the CSPG and the OITF. The
CSP Gateway (CSPG) functional entity supports mérsiork enabling alternatives to the Marlin basecteot and
service protection solution.
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6.14.1 Terminal-centric Content and Service Protect ion

In the terminal-centric approach, the CSP functiothe OITF and the CSP-T Server functional erditythe Provider
Network exchange messages related to service antdritqrotection over the UNIS-CSP-T reference poin

6.14.2 Gateway-centric Content and Service Protecti  on

In the gateway-centric approach, the CSP Gatew&pP(® functional entity inside the Residential Netwand the CSP-G
Server functional entity on the Provider Networklegange messages related to service and conteetfioot over the UNIS-
CSP-G reference point. The HNI-CSP reference fgmhween CSPG and OITF(s) allows the OITF to acC&RG
functions for the conversion from a content andiserprotection scheme to a secure authenticatianrmel between the
CSPG and the OITF. The HNI-AGC reference point fites the connection between the CSPG and the Agpialic
Gateway (AG).

6.14.3 Resource Access Entitlement

Users register with an IPTV Service Provider fdostription to an IPTV Service or to request contental. Therefore,
content and service protection servers (CSP-T &M-G Server) need to check with the IPTV Serviavider or against
data provided beforehand by the IPTV Service Prvighether a given (set of) OITF(s) or CSP Gatesg)ag((are) entitled
to get access to such resources. Content and sgmatection servers need to do so before thewepply OITFs and CGs
with the corresponding resource access data [legnses, service encryption keys, content enaypteys).

The aforementioned data that the IPTV Service Biengends to the content and service protectioresep that it is able to
decide whether or not to supply a (set of) OITEEG(s) with resource access data is referred éntélement

information. For example, entitlement information may consfstn identifier for a User, an identifier of aril¥? service, a
validity period, and an item such as “grant” orfrigte

In the high-level architecture (see Figure 5-2¢ ATV Service Profile and/or the IPTV Applicatidiomctional entities are
responsible for sending entitlement informatiotht® content and service protection servers. Ingtrainal-centric
approach, entitlement information is transferrethemCSP-T Server over the reference point NPI-QS&d/or
NPI-CSPT1a. In the gateway-centric approach, emignt information is transferred to the propriel@aB8P-G Server over
the reference point NPI-CSG1 and/or NPI-CSPG1lae T8P specification defines which functional eniBTV Service
Profile or IPTV Applications) is actually responigitior supplying content and service protectiorvees with entitliement
information.

There are two different models of how the transfezntitiement information from the IPTV ServiceoRider to the content
and service protection server is initiated: inphsh model, the IPTV Service Provider sends entitlenirgiormation to the
content and service protection server without be@tgiested by the latter, while in thdl model, the content and service
protection server asks the IPTV Service Provideefaitlement information. The following sub-sectioshow message
flows for both models, both for the terminal-ceatind the gateway-centric approaches.

6.14.3.1 Terminal-Centric Approach

6.14.3.1.1 Pull Model

Figure 6-63 shows a high-level message flow forpthié of entitlement information in the terminalrtec approach.
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OITF Server '
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IPTV

Service Profile

1. Subscription / Rental

2. Record
Transaction

3. License Acquisition Request

v

4. Entitlement information request

v

5. Entitlement Information
__ 6. License Response <

<

Figure 6-63: Pull of Entitlement Information in the TCA

A brief description of the steps is as follows:

1. The User subscribes to an IPTV service or rentsngent item.

2. The IPTV Service Provider (IPTV Service Profild’TIV Applications) stores the result and relateddat the
subscription or rental transaction executed in &tep

3. The OITF sends a license acquisition request t€C®le-T Server.

4. To process the request received in step 3, theTTS@ver asks the IPTV Service Provider for entitat
information, i.e., itpulls the entittlement information from the IPTV ServRmvider.

5. The IPTV Service Provider supplies the CSP-T Senitlr the requested entitlement information.

6. In accordance to the entitlement information reediin step 5, the CSP-T Server sends a licensensgpnessage
to the OITF.

6.14.3.1.2 Push Model

The CSP specification [Ref 44] describes the pdgnttlement information in the terminal-centrigpoach..

6.14.3.2 Gateway-Centric Approach

6.14.3.2.1 Push Model

Figure 6-64 shows a high-level message flow forpihieh of entitlement information in the gatewaytderapproach.
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»
»
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which results in either granting or denying
access to resource

Figure 6-64: Entitlement Information Message Flow Push Model)

A brief description of the steps is as follows:

1.
2.

The User subscribes to an IPTV service or ramsntent item.

The IPTV Service Provider (IPTV Service Profil®TV Applications) stores the result and reladiedka for the
subscription or rental transaction executed in &tep

The IPTV Service Provider sends entitlementrimfation (e.g., that OITF X has successfully sulteatito a
particular IPTV service) to the CSP-G Server, itgpushes the entitlement information to the CSP-G Server.

The OITF requests access to a protected resdarttee CSPG-Cl+ case, this request takes plattéenithe
OITF. In the CSPG-DTCP case, this request is suedtb the CSPG.

Based on the entitlement information received®P-G Server the proprietary solution made of CAR&
CSP-G Server functional entities decides on whethgrant or deny the request initiated by the OiiT Btep 4.
The details of this step are out of scope of Olp#cHications.

6.14.3.2.2 Pull Model
The CSP specification [Ref 44] describes the pludirditiement information in the gateway-centrigpegach.

6.15

User Notification Service

6.15.1 User Notification Service Framework

User notification allows a user to request a nedifion be sent to him for specific events, such bsadcast reminder for the
start of a scheduled content. This section defihesiecessary framework to support this feature.fidmework can be
applied against any event. The actual events thgassare outside the scope of this specification.

The natification sent to a user can be in the fofra text message on a mobile phone, an emaih tM8& instant message.
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The user configures the preferred method for detigea notification to him, as well as the inforioatrequired for the
selected delivery method.

The list of services available with user notificatiis:
» Setting a notification service request
» Deleting a pending notification service request.
* Requesting a list of all pending notification ser/requests.

* Modifying a pending notification service requeshigh is a combination of a delete operation antirgetip a new
request.

Two procedures shall be defined for user notifaagervices, an IMS procedure and a DAE procedure.

It is important to note that user notification deevis independent from instant messaging sereieen though both use the
same underlying SIP MESSAGE. Hence, the user natifin service is not tied to a user’s subscriptmthe instant
messaging application, and/or the activation ofitiséant messaging application by the end usease of subscription.

6.15.1.1 IMS procedure for User Notification Servic  es

6.15.1.1.1 Setting up a Notification Service reques t

The call flow in Figure 6-65 depicts the sequermesktting up a notification service request.

IPTV
AG +IG IPTV IPTV Application
i - S S .

1.HTTP POST (SIP messagel
el 2. SIP. MESSAGE (setup notification)
>

3. SIP MESSAGE (notification or URL)
>

4. Request for notification

v

5. Validate Request

—————————— -
P 7. Response (request-identity)
8.200 OK (request identity
9. 200 OK (request identity)
_ 10. HTTP 200 OK (request ide‘mily)
Figure 6-65: IMS procedure for setting up a notifi@tion service
The following is a brief description of the steps:
1. Upon user triggering, the OITF issues an HTTRSPP@ the IG that includes a SIP MESSAGE requedtieg
setting up of a notification service for a selectednt
2. The IG sends a SIP MESSAGE to the ASM
3. The ASM forwards the SIP MESSAGE to the IPTV €ohFE.
4. The IPTV Control FE performs user authorizatitwen forwards the request to the IPTV Application

responsible for handling the request.
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10.

If needed, the IPTV Application validates thetemt of the request with the IPTV Metadata Control
The IPTV Metadata Control returns the respoaghe IPTV Application.

The IPTV Application then forwards the respohaek to the IPTV Control FE. For a successful retjuae
IPTV Application includes a notification requeseidity that is carried all the way to the OITF. Tiification
request identity shall be carried in all subsequgetrations that want to reference the request.

The IPTV Control FE generates a SIP 200 OK nespdthat includes the notification request idghtibr any
other appropriate response back to the ASM

The ASM forwards the response to the IG

The IG sends an HTTP 200 OK to the OITF theluites the SIP response to the SIP MESSAGE

6.15.1.1.2 Deletion of a Pending Notification Servi  ce request

The call flow in Figure 6-66 depicts the sequermadfleting a pending notification service request.

IPTV IPTV I
ol AG +IG icati
e L Control Function Metadata Control aneicaicy

1.HTTP POST (SIP message)

2. SIP. MESSAGE (delete notification, request identity)
>

3. SIP MESSAGE (delete notification, request identity)
>

4. Deletion Request (request identity)

5. Response ()

A

6.200 OK ()

A

7.200 OK ()

A

8. HTTP 200 OK ()
»
=

Figure 6-66: IMS procedure for deleting a pending otification service request

The following is a brief description of the steps:

1.

Upon user triggering, the OITF issues an HTTSP®@ the IG that includes a SIP MESSAGE requedtieg
deletion of a pending notification service request

The IG sends a SIP MESSAGE to the ASM. The SESBIAGE includes the identity of the notificatiomsee
request to be deleted.

The ASM forwards the SIP MESSAGE to the IPTV €ohFE.

The IPTV Control FE performs user authorizatitven forwards the request to the IPTV Application
responsible for handling the request

The IPTV Application deletes the pending notfion service request, then forwards the respoask to the
IPTV Control FE

The IPTV Control FE returns a SIP 200 OK respdoshe ASM
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7. The ASM forwards the response to the IG
8. The IG sends an HTTP 200 OK to the OITF thauites the SIP 200 OK response.

6.15.1.2 DAE procedure for User Notification Servic  es
The call flow in Figure 6-67 depicts the generiqueence for all DAE-based operations for the uséfication services.

IPTV Metadata IPTV
OITE Control Application

1. HTTP Post (user notification request)

2. Validate Request

______________________________________________________ >
- 4 HTTP 200 OK (result)
Figure 6-67: DAE procedure for User Notification Sevices
The following is a brief description of the stepglie call flow
1. Due to user triggering, the OITF issues an HPOST to the IPTV Application. The request includishe
necessary information pertinent to the requestedation.
2. If applicable, the IPTV Application validatesthontent of the request with the IPTV Metadatat@bn
3. The IPTV Metadata Control returns the respoogbe IPTV Application.
4. The IPTV Application then forwards the respohaek to the OITF in an HTTP 200 OK. If the requdste

operation is for setting up a notification serviequest, the response includes a notification r&qdentity.

6.15.1.3 Generation and Delivery of Notifications

Requested notifications to be delivered to an esat gan occur via a text message to a mobile, &ilgtant message, or
an email.

The following section depicts some examples foregating and delivering notifications

6.15.1.3.1 Notification to an OITF using IMS IM
The call flow in Figure 6-68 depicts the sequeraredklivering a text notification to an OITF usiiigS instant messaging.

IM AS Notification PTV
OlfE aChds ASM Services Application

2. SIP MESSAGE (notification or URL), 1.HTTP (message)
3, SIP MESSAGE (notification or URL)

4. SIP_ MESSAGE

5a. HTTP 200 OK (Message)

<+

5b. HTTP POST (SIP 200 OK) 6. 200 OK

$ 7.200 OK R 8. 200 OK o 9. HTTP 200 OK
>

» >

Figure 6-68: Delivery of natification to an OITF

The following is a brief description of the stepstlie call flow:
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1. When the IPTV Application is ready to delivenatification to an end user, it generates an HTdduest to the
Notification Services functional entity. The HTT&uest includes the requested notification.

2. The Notification Services functional entity gestes a SIP MESSAGE for the intended user and elslit to the
IMS AS.

3. The IMS AS sends a SIP MESSAGE to the ASM
4, The ASM delivers the SIP MESSAGE to the IG

5a. The IG returns an HTTP 200 OK response to ¢ @hat includes the SIP MESSAGE. (It is assunted the
OITF had an HTTP pending request).

5b. The OITF generates an HTTP POST message ttatles the SIP 200 OK response to the received SIP
MESSAGE.

6. The IG forwards the SIP 200 OK to the ASM.
7-8.  The ASM forwards the SIP 200 OK to the No&fion Services functional entity.

9. The Notification Services functional entity rets an HTTP 200 OK response to the IPTV Applicatibine
HTTP 200 OK response includes the SIP respondeet&iP MESSAGE,

6.15.1.3.2 Notification to a mobile phone

The call flow in Figure 6-69 depicts the sequermadklivering a text (i.e., SMS) notification tovebile phone. The
following is a brief description of the steps irttall flow

Cellular
Mobile Dg:\r/‘::y Notification N "FTV'

. i pplication
Device NEwEi < Services

< 1HTTP (message)

<

3. SMS | 2. SMPP ()

[ 4. HTTP 200 OK

\ 4

Figure 6-69: Delivery of a naotification to a mobilephone

1. When the IPTV Application is ready to delivematification to an end user, it generates an HT E3sage that
includes the desired notification to the NotificatiServices functional entity.

2. The Notification Services functional entity gestes a text message, based on short message gt
(SMPP) protocol [Ref 41], to the user mobile. Thessage goes to the Other Delivery Network entity. (e
SMS centre) associated with the end-user.

3. The Other Delivery Network entity (e.g., SMS tehdelivers the message to the user’s mobile.
4, The Notification Services functional entity rets an HTTP 200 OK response to the IPTV Application

Note that the notification may in certain casesiimegthe mobile cellular device to make a selectiased on the
incoming notification and return its selection, &ia SMS, to the IPTV Application.

6.15.1.4 Provisioning of User preference for Delive  ry of Notifications

User preference for delivering a notification ahd hecessary information to be configured is peréat as per section 5.3.4
entitled “Subscription profile management and Usagé¢Ref 49].
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6.15.2 Emergency notification

Emergency notification is a type of notificationoaib critical events, which the network initiateslasends to the OITF.
Emergency notifications are discovered and obtamigitbut user intervention.

Figure 6-70 shows the call flow for retrieving egemncy notification.

Notification

OITE IPTV SP Transport MCDE i
Services

Discovery Processing

1. Discover the access of
emergency notification service

2.IGMP JOIN

v

3. Emergency Message

4. Emergency Message

<

5. Emergency Message

«

Figure 6-70: Retrieving Emergency notifications

The following is a brief description of the stepghe flow:

1. The OITF discovers the access information fitetocol and IP addresses) of the emergency natiific service.
This is done in the SP discovery flow.

Note: The discovery typically occurs during the powprpuocedure.

2. The OITF joins the multicast channel of the egacy notification service using an IGMP JOIN. Tisislone
by the terminal directly after the SP discoveryfjavithout user interaction.

3. When necessary, the notification service geaerah emergency message and sends it to the Mul@Goatent
Delivery Function.

The emergency message shall contain the reasofification and the notification content.
The generation of emergency notification messagghmeariggered by another entity.

4. The Multicast Content Delivery Function (MCDIeEnsls the notification message to the Transportd2siag
Function.

The Multicast Content Delivery Function delivers tiotification to the specific notification multstagroup
which may be pre-configured on the Multicast Confaalivery Function.

5. The OITF receives the emergency notificationsage and processes it properly.

6.15.3 Network Generated Notifications associated w  ith a Scheduled
Content Service

Network generated notifications can be providedhgynetwork to the user about events related thadsled content
service, i.e. the natification service should doéyconsumed together with the related schedulettbservice. To allow
the independent purchase of such notificationsntidication service is described as a separatécgefrom the related
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scheduled content. In this case, an extensioretatheduled content service mechanism, througimt¢hesion of a
“Network Generated Notification” indicator, is ustedidentify such a notification service.

A network-generated notification message is a m@tia message consisting of text, picture and/dioavideo clips.
Multicast delivery is used for delivering such netirgenerated notifications to multiple users &t shme time.

To access to the scheduled content as well aglited notification service in one procedure, itfeegluled content session
initialization procedure defined in section 6.6 kktended, as shown in Figure 6-71.

1. Serwce discovery procedures as defined in 6.2.2

2. HTTP POST

3. INVITE (BC_s¢rvice_ID,
Notification_seryice_ID)

| 4. Resource Reservation Phase |

5. INVITE

6. 200 OK
E

7. Resource Admit Phase |

9.HTTP 200 0K | 8. 200 0K

10. IGMP JOIN For both scheduled
content and related notification service

11. Media datafor Scheduled Content
< 12. Notification message

13. Notification megsage

14. Notification message

Figure 6-71: Procedure for network-generated Notiftations

The following is a brief description of the steps:

1. The OITF discovers the scheduled content sereleged notifications via the service discoverggadure.

2. The OITF sends an HTTP POST message to thelH&s@rvicelD for the Scheduled Content and theegla
notification service are both included in the SDP.

3. The IG issues a SIP INVITE message.

4. The ASM uses the services of the RAC to perfarsource reservation for both the Scheduled Coatsththe
related Notification service.

5. The ASM proxies the SIP INVITE message to thEMRZontrol FE.

6. The IPTV Control verifies that the user is suliged to the scheduled content as well as theeladtification

service, and acknowledges the session setup regitbst 200 OK.
7. The ASM instructs the RACS to commit the resémasource.
8. The ASM proxies the 200 OK to the IG.
9. The IG returns to the OITF an HTTP 200 OK.

10. The OITF issues an IGMP JOIN to join the malsicgroups for each of the scheduled content andethted
notification service.

11. The OITF receives the media for the schedubedent.
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12-13. At some point in time, the IPTV Applicatisands a notification message to the Transport Bsowe Function
via the MCDF;

14. The OITF receives the notification messageedlto the scheduled content.

6.16 Personalised Channel

“Personalised Channel” is a service where contents from scheduled content and CoD service aed lipp on a per-user
basis according to the user’s preferences, vieWaldts or service provider recommendations.

There are two approaches based on which entityigesthe Personalised Channel:
*  OITF-centric Personalised Channel

The OITF itself generates the personalised corgeiate based on the user’s preference or viewingshahd
creates the Personalised Channel. The OITF talessary actions such as detecting any overlappgdrtdtems
and generating recording requests to the nPVR MRLBs necessary.

* Network-centric Personalised Channel

The IPTV Service Provider generates the persombtisatent guide based on the user’s preferenceroice
provider recommendations, which may be based oieacel measurement data. The IPTV Service Providerst
necessary actions to provide the Personalised @hanoh as detecting overlapped content items andrgting
recording request to the nPVR or LPVR for such sase

Note: The generated Personalized Content Guide camdédied whenever the user requests it.

6.16.1 OITF-centric Personalised Channel

The call flow in Figure 6-72 shows a simple usesoabken the OITF provides the Personalised Chamhée.consists of two
parts: Personalised Channel setup and viewing ¢mgoRalised Channel.
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1=y Metadata
OITF Control Control TPF CDF
Personalised Channel Setup
HTTP R t for Content Guid
equest for Content Guide

0. Content guide

Step 0 retrieval _
HTTP Response (Content Guide as XML data)

&
«

Step 1 1. Generating personalised
Content Guide based on
user preference

Step 2 2. Decide the location of PVR for
overlapped contents based on
Personalised Channel Content Guide

3- 1 LPVR Recording ‘
Step 3

3- 2 Scheduled nPVR Record Request

‘ 3- 2- 1 nPVR Recording

Viewing Personalised Channel

-

a. Multicast Session Set up ; reception; teardown

b. Unicast Session Set up ; reception; teardown

Step 4 <

c. Play Content form LPVR

d. Play Content from other
Home Network Devices

Figure 6-72: OITF-centric Personalized Channel

The following is a brief description of the steps:

0. The OITF obtains the basic Content Guide asribesttin section 6.2.1.5.
1. The OITF generates the content guide for a Ralised Channel based on the user’s preferencgswing
habits.
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6.16.2

Figure 6-73 shows a high level procedure for a ngtveentric Personalised Channel service. The ghareeincludes the
following three sub-procedures:

The OITF detects overlapping content items aswid#s on the location (LPVR or nPVR) for recording
overlapped contents.

The overlapping content is recorded. If the ©dEcides in Step 2 to record using an LPVR, thep S-1 will
be performed. If the OITF decides in Step 2 to ré@t an nPVR, then Step 3-2 will be followed.

The OITF records the overlapping contentagisin LPVR
The OITF sends a scheduled nPVR recordingestquessage.
The overlapped content items are recorded aPVR

The OITF sets up the proper session for comtelitery or plays the content locally. Dependimgtioe content
item in the personalised content guide, the appatgpsession is set up, the content is transparteidhe session
finally torn down. This step will be performed repedly for each content item in the personalisedt€u
Guide.

a. For broadcast content, a multicast sessiort igpsand torn down.

b. For content from an nPVR or a CoD item, a urisassion is setup and torn down.
c. The content items from an LPVR is played withoetwork intervention

d. The content items from a home network devigaaged without network intervention

Note: Steps 2 and 3 can be happen whenever a new pwariang content items is detected.

Network-centric Personalised Channel (PCh)

Network-centric PCh Configuration procedure: The user configures the PCh as described incse6tiL6.2.1.

Network-centric PCh Service set-up procedureThe user initiates the PCh service session wiéshke wants to watch the
Personalised Channel. The detailed procedure @ided in section 6.16.2.2 or in the section 6.1BAsed on the
deployment chosen.

Network-centric PCh Service teardown procedureThe PCh service teardown procedure may be trégghby the user’s
action, at the end of the PCh service or whenrieisded. The procedure in Section 6.4.3 or 6t@R ke reused.

1. PCh Configuration procedure

2. PCh Service set-up procedure

3. PCh Service teardown procedure

Figure 6-73: High-level procedure for network-centic PCh service
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6.16.2.1 Network-centric PCh Configuration

Figure 6-74 below depicts the call flow for configtion of the Personalised Channel, where the IRpplication generates,
at the user’s request, the personalised contedediased on the user profile and content metadata.

The user can update the personalised content giildédnis preferences as well.

1. HTTP GET(user id)
» > XCAP GET(user id)
2.200 OK
-
3. Metadata Searching/filtering
-
Generate Personalised
Channel Content Guide
4. 2000K (Pch CG)
L
5. HTTP POST(Modified
Pch CG
) L.
6. 200 OK
"7 DAE sets up any |
L _hecessary LPVR JI
iyt Al
Figure 6-74: Network-centric PCh configuration proedure
The following is a brief description of the steps:

1. The ITF sends an HTTP GET, with the user idh&olPTV Application to request the configuratidritee PCh.
2. The IPTV Application sends an XCAP GET to th&VWPService Profile with the user id, which respomndth a

200 OK including the user’s IPTV service profile.
3. The IPTV Application checks the user’s rightstfte PCh service, and interacts with the IPTV Mata

Control to generate a personalised content guidecan user preference, etc., and creates retdtediation,

e.g. PChid.
4. The IPTV Application sends a 200 OK to the ITiEwhe PCh content guide containing related infation e.g.,

PCh id, selected content IDs and related time sdbed
5. The ITF sends an HTTP POST to the IPTV Applaratio update the PCh content guide. The IPTV Apgilia

may store the PCh information in the IPTV Servicefire.

6. The IPTV Application sends HTTP 200 OK backHe tTF
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7. If supported by the OITF, the DAE may be useddbup any necessary local PVR.

6.16.2.2 Network-centric procedure for PCh service  set-up (multicast/unicast)

Figure 6-75 shows the high-level call flows for P&hvice setup.

1. PCh Service
request

| 2.a. Scheduled Content Session set-up / modification/ teardown |

| 2.h. Content On Demand Session set-up / modification / teardown

3. Detection of overlapped
scheduled content items and
decide the location of the
PVR for recording the
overlapped content

4. Perform appropriate PVR procedure

Figure 6-75: Network-centric PCh service set-up proedure

The following is a brief description of the steps:
1. The user selects the PCh channel from the cbgtede.

2.a-b. Depending on the content guide informatibe,| TF requests the related PCh service, andlestab either a
scheduled content session (Step 2a) or a CoD sg&tiep 2b).. Shortly before it is time for the higgm in the
PCh playlist to be streamed, as indicated by thie iRfdormation, several alternatives are possibjeedeing on
the type of content item that is being streamedveimat is next:

= If the item being streamed is scheduled contentla@dext item in the PCh playlist is also a schediu
content item, and if the IPTV Application has detared that there is no overlapping in time betwiwse
content items, the IPTV Application modifies thesting scheduled content session (if appropriaiejiie
new content item;

= |f the item being streamed is scheduled contentlamahext item in the PCh playlist is also a scleiu
content item, and if thelig an overlapping in time with the previous item psBeonwards is followed.

= If the item being streamed is a scheduled content,iand the next item in the PCh schedule is a CoD
item, and if there is no overlapping in time, thilba scheduled content session is torn down after it
completion and a new session is created for the iGoD

= If the item being streamed is scheduled contentla@dext item in the PCh playlist is a CoD itemd &
there is an overlapping in time with the previoesri, then the CoD item shall be delayed until the
scheduled content is completed.

= |f the item being streamed is a CoD item and #ne item in the PCh playlist is a scheduled conitem,
and if the IPTV Application has determined thatréhis no overlapping in time between these content
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items, the IPTV application tears down the old imesand a new session is established for the stdedu
content

= |f the item being streamed is a CoD item and the item in the PCh playlist is a scheduled contemh,
and if the IPTV Application has determined thatréhis an overlapping in time with the previous eont
item, then step 3 onwards is followed

= If the item current being watched is a CoD item Hrelnext item in the PCh schedule is also a Cei,it
and if the IPTV Application has determined thatréhis no overlapping in time with the previous @it
then the CoD session is maodified to switch to tagtcontent item.

= |f the item current being watched is a CoD item Hralnext item in the PCh schedule is also a Ce,it
and if the IPTV Application has determined thatréhis an overlap in time, then the next CoD is geda
until the first CoD content is completed.

3. The IPTV Application has detected that therarishe overlap between the content item that ieatly being
streamed and the next item in the PCh playlistelécts, based on user choice or SP policy or &ffalgilities
the location of the PVR (Local PVR or nPVR) foreetding the overlapped content items.

4. The IPTV Application triggers the initiation tife appropriate PVR procedure based on the selewdé of
recording (Local PVR or nPVR)..

5. The OITF may play out the LPVR content, if ishzeen locally recorded.

6.16.2.3 Network-centric procedure for PCh service  setup (unicast only)

Figure 6-76 depicts the call flow for PCh servietup, where a single unicast session between thahd the network is
established for multiple items provided by the ratyregardless of the content types (scheduleteobitem or content-on-
demand content item).
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PCh selection

1. SIP INVITE (FACh id unicast SDP
»

2. Validate request
3. Acquire PCh information
(PChlist, time schedule)

4. SIP INVITE (BC ChannellDY Content
D7 unicast 5DP)

. SIP INVITE (BC ChapnellD/Content ID?_uni¢ast SDP)

I
»
6. RTSP SETUP (get RTSP
Session ID

| 7 CDF joins the muicast chanpehd 1
H performs the multicasinicast conversior]

9.SIP 200QK < 8. RTSP200 0K

10. SIP 200 OK
Ny
P

11. SIP200OK

12.unjcast Content Delivery fo ITF

13. Session Modification procedure to switch to a new content

14. Detect theoverlappedcontents
and decide the location of PVR for
recording overlapped contents

I
15. Procedure to record on LPVR or NPVR

| 16. CC-initiated session modification for PCh | .

Figure 6-76: Network-centric PCh service unicast seup procedure

This call flow shows a specific deployment whei®eavice Provider’'s CDN is used for unicast delivefypoth CoD as well
as scheduled content.

The following is a brief description of the steps:

1.

2-3.

4-5.

9-11.
12.

The ITF sends the unicast session setup re(BSINVITE), containing the PCh id and the unic&8BtP, to the
IPTV Control via the ASM.

The IPTV Control validates the request andeegs the related PCh information (e.qg. list ofitemt to be
played with the time schedule of each item) from ATV Application.

The IPTV Control sends the unicast sessiampsetquest (SIP INVITE), containing the content(éDg. BC
Channel ID or COD content ID) to be played, to @@ via the ASM and the CDNC .

The CC sets up the content delivery session@URTSP SETUP) towards the CDF.

For scheduled content, which is not storethén@DF, the CDF will need to join the multicastchal and
perform the multicast-to-unicast conversion.

Following that, the CDF returns an RTZ0 OK to the CC.
The session setup response (SIP 200 OKjhidraen the CC to the ITF via the CDNC, IPTV Cortand ASM.

The content is delivered from the CDF to thE tiirough a unicast delivery channel.
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13. When the PCh information indicates that ifrigetfor the next item to be streamed, and it hamlaketermined
that there is no overlap with the ongoing contearhicurrently being streamed, the IPTV Applicatioitiates a
unicast session modification procedure, via the ASBRMNC and CC, to indicate to the CDF to switchhe
new content using the next Content ID (e.g., BCritlehID or CoD Content ID).

14, When the PCh information indicates that ifrisetfor the next item in the content play list ®$ireamed, and
the IPTV Application detects an overlap betweendineent content, which is still being streametht® OITF,
and the new one that is about to start, the IPTYlisption decides on the location of the PVR (Lde®IR or
nPVR) to be used for recording the overlapped custe

15. The IPTV Applications triggers the initiatiohtbe procedure to start an nPVR or a Local PVRglaon the
user’s choice, or SP policy, or ITF capabilitygiccordance with section 6.10.

16. The unicast session may be modified if therveskeresource is not sufficient for the upcominch®Pem, e.g.
due to a higher bandwidth requirement. In this ctseCC-initiated session modification procedsrapplied.

6.17 Session Transfer and Replication

Session Transferallows a user to transfer an ongoing unicast segsbm the device where the content is currenting
streamed, and which will be called the originalideyto another device, called the target devideere the user can resume
watching the same content. Following the successdokfer of the session, the original sessioanwinated.

Session Replicatiorallows a user to replicate an ongoing unicastise$som the device where the content is currently
being streamed, and which will be called originebide, to another device, called the target devitere the user can
resume watching the same content. The original@essntinues to be maintained following the sustdseplication of the
session, and indeed the original device and tlgetalevice have now completely independent sessions

There are 2 modes of operation for session tramsfgisession replication. They are:

» Push mode:Where the end-user pushes the current sessiontifre@hevice where he is currently watching to a
target device of his choice.

« Pull mode: Where the end-user uses the target device tolpueéssion he desires to resume watching from the
target device.

Note that the term device in all of the above implany physical entity that incorporates the OldrFa mobile device that
has access to the same IMS-based managed network.

It is also important to note that the scope ofisessansfer in this specification is confined ®vites belonging to the same
IPTV subscription.

Considerations when both devices, party to a sesgitransfer, are behind the same access network

The session transfer procedure involves establisfivo sessions simultaneously during the transipieriod before the
procedure is successfully completed. If the twoicksrare located behind the same access, e.g.daleirsame IG in a
household, then the IG has to ensure that the stabkshed sessions, during the transition pedodjot result in the
reserved QoS resources being doubled, which canppeblem for certain types of home-to-access nétinderfaces where
bandwidth is limited.

This can be accomplished through the IG detectiagthe two devices are within the same houselold behind the same
IG. The IG can then release the resources assdaidtte the original device during the transfer pes, without tearing
down the session, so that these resources cafobatet to the target device.

Note that although all figures depicting varioull taws show a single IG for simplicity, indeedetliescription assumes that
each OITF is associated with a separate I1G. Thisass further highlighted in the description wheppropriate.
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Also note that all green shaded boxes and/or ggbaded areas are unique to the pull or push met¥tabs non-shaded
areas and boxes are common to both pull and pughsfiading is meant to highlight the differenced @mmonalities,
amongst the two modes

6.17.1 Push Mode

6.17.1.1 High Level Push Procedure for Session Tran  sfer and Session Replication

Figure 6-77 shows the high level procedure emplagatie push mode for session transfer and reicat

-
'«

| 1.User is watching CoD On OITF1, and wants to move the session to OITF2 |

2.User requests a list of all OITFs and other devices where he is registered

[3. OITF1 Requests OITF2 to transfer the session |

4. OITF requests from
IG transfer or replication
of the ongoing session

5. IG detects selected session belongs to a
device in the household; it puts media on
hold at both ends (if this is a replacement)

.................................................................

7. OITF 2 establishes the new session (copy or transfer)

8. The Session in OITF1 is released if this is a session replacement

Figure 6-77: High-level Push procedure for sessiamansfer/replication

The following is brief description of the stepstlive call flow:

1. It is assumed that the OITF1 is receiving stiegmontent over an established CoD session. Aespomt in
time, the user on OITF1 decides that he wantsatwsfer or replicate the current CoD session t@yranother
device (another OITF for example).

2. In this step, a dynamic device discovery procedsiperformed to identify the potential list afuices, one of
which will be the target device for a session tfaner replication. This procedure is specified3@PP in [Ref
37].

3. In this example, OITF2 has been selected atathet device, and a request is sent to OITF2doest it to

initiate a session transfer or to replicate a sessi

4. If OITF2 accepts the incoming request, it inég@a new session with the network to transfeeplicate the
session on OITF1.

5. The request in step 4 is sent to the IG. dfréquest is for a session transfer, the I1G verifithe target and the
original devices are located within the same hoolseaind behind the same IG. If so, the IG perfotines
necessary procedure to avoid multiple QoS resenvati
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6. The IPTV Control FE optionally bookmarks the oimg session, if no bookmark has been performetth®y
original device, so that viewing the content frdre target device can start from the point in tinfere the
session transfer or replication was initiated.

7. The new session from OITF2 is successfully distadd
8. In the session transfer case, once the newosesssuccessfully transferred, the IPTV Controlte&'s down the
old session.

6.17.1.2 Push Procedure for Session Transfer and Se  ssion Replication
The call flows in Figure 6-78 and Figure 6-79 depienore detailed procedure for session transfgidegion.

o\

User sg! e;s push option
| 1. Fetch a list of devices suitable as per 3GPP procedures |

2. HTTP POST ( session transfer requesi, STI, replace or copy, pertinent parameters)
3. SIP REFER (STI, pertinent parameters)

4. HTTP Pending

6. HTTP ;DD OK (SIP REFER’) < 5. SIP REFER (STI, pertinent parameters)

7. HTTP POST (SIP 202ACCEPTED ) 8. 202 ACCEPTED »» The IG checks that the selected session belongs to
< 9. 202 ACCEPTED a different household
- 10. 200 HTTP OK (SIP 202 ACCEPTED)
11 HTTP Pending
12. HTTP POST ( session (rawsfer request, [ace or copy, pertinent parameters)

13. INVITE (ST, replace or copy, pertinent parameters)

I Resources Reservation Phase I

14 INVITE
le 16. Re-INVITE (put media on hold) 15. Book_mark the OITF1 session if not already bookmarked
______________________ 17.RTSP Pause (RTSPId)_ _ _ _ _ _ | ol ______y18RTSPPause(RISPid)

20. 200 OK «--19.2000K __.
D e
21. 200 OK »
Pl 2 INVITE
Steps 16-21 are not required in the following cases 22. INVITE
N N » 23, INVITE
-Session Replication I— .
- Both devices are in same household since the IG wou | Id 24. RTSP setup (use old gession number)
have executed those steps 25. 200 OK (RTSP id’)
-ACK not shown for brevity 26.200 OKfor INVITE | ¢—
£8-2000K 27200 0K
28. 200 Ok

For session transfer, if same CDF is used, then
steps 22 onwards cans use Re-INVITE

Figure 6-78: Detailed Push procedure for sessiondnsfer/replication — Part 1
The following is a brief description of the stepstlie call flow:

1. The user has established a CoD session on O#Ffeldecides to transfer or replicate the sessiambther
device. The user selects the push option on Ollr-drder to select a target device, the 3GPP proeeibr
dynamic discovery of devices is performed to altbe user to discover all devices registered tasdrs that are

under the same subscription.

2. Once a device is selected by the end user, OEdetes an HTTP POST to the IG for a session teasf
replication. The request includes the identityhaf session to be transferred (Session Transfetifieer STI),
the identity of the target device the sessionangferred to, and an indicator to show if sesgiamstfer or
replication is requested. OITF1 may include theetffas well in the request. Additional pertinenapzeters are

also included in the request.

3. The IG then issues a SIP REFER request to thettdevice via the ASM and the IPTV Control FEeTh
REFER request includes the STI, the content identithe target device identity and other pertinmrameters.
The position being viewed on the device may beuihet! in the body of the SIP REFER.

4, OITF1 issues an HTTP POST pending request igipation of the response.
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10.

11.
12.

13.

14.
15.

16.

17.

18.
19.
20.

The IPTV Control FE proxies the SIP REFER bacthe IG associated with the target device.

The IG sends an HTTP 200 OK to OITF2 that inekithe SIP REFER. (It is assumed that a HTTP pgndin
request has previously been issued by OITF2 ircipation of any unsolicited response from the nekyvo

The OITF2 accepts the incoming request and $sandHTTP POST request to the IG that includedPa28p
ACCEPTED response in the POST body.

The IG forwards the SIP 202 ACCEPTED to the A&hd the IPTV Control FE
The IPTV Control FE forwards the SIP 202 ACCEPITi& the IG associated with OITF1.

The IG sends an HTTP 200 OK to OITF1 that idekuthe SIP 202 ACCEPTED response in the HTTP nsspo
body.

OITF1 issues an HTTP POST pending request.

OITF2 now starts the transfer procedure: OliBBRes an HTTP POST request to the IG. The IG deduhe

STI for the session to be transferred, the CoDeritlentifier, and an indication of whether tlisaisession

transfer or a session replication request in aultlitd other pertinent parameters. (Note that tigis san occur
right after step 7)

If the request is for a session transfer, the IHies if the original and the target OITF belorgthe same
household and are behind the same IG. If thaicé#se, then the IG executes the procedure defirfgglction
6.17.3.1 prior to executing the next step in ghizcedure. If the request is for a session reptinathe IG does
not perform any additional procedure, and moves tire next step in this procedure.

In this call flow it is assumed that the two OITd&s not belong to the same household, even though®iis only
shown in the figure for simplicity.

The IG then issues a SIP INVITE to the ASM. TRRITE request includes the STI, the CoD contelanitifier
and other relevant parameters as obtained froml&ephe ASM performs resource reservation basetien
requested bandwidth.

The ASM forwards the INVITE to the IPTV ContifeE.

The IPTV Control FE optionally performs bookikiag for the original session, using the procedigfined in
Section 6.17.3.2, if the original device, OITFd diot perform one. The IPTV Control FE is invohiadhe
bookmarking procedure and as such it is awareTH2lbookmarked the session.

Steps 16-21 are performed in case the request gefsion transfer. In these steps, the IPTV CbREdnstructs
the original device, OITF1 to put the media on hdl@®ITF1 did not already undertake that step.eé\ibiat if both
devices involved in a session transfer are beliindsame 1G, the IG instructs the OITF to put thelimen hold
as per the procedure described in Section 6.1@rRIthis procedure is not performed,

The IPTV Control FE sends a SIP re-INVITE te triginal device, OITF1, to put the media on htldDITF1
has already put the media on hold, step 21 onwsarelsecuted.

Upon receipt of the re-INVITE to put the mediahold, OITF sends an RTSP PAUSE to the CC poi@utting
the media on hold.

The CC in turn issues an RTSP PAUSE to the CDF
The CDF returns a 200 OK to the CC
The CC returns a 200 OK to OITF1.
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21.

22.

23-32.

33.

34.
35.
36.
37.
38.
39.
40.

‘ l 29. Tear down the session towards OITF1 for a replace

30. 200 OK for INVITE
—

Resource Commit Phase I

< 31. 200 OK

32. 200 OK ( Session id + RTSP session ID)

33, HTTP POST (SIR NOTIFY)  34. SIP NOTIFY

35.

36. HTTP 200 OK (SIP NOTIFY) #
37. HTTP Post (SIP 200 OK) 38. 200 OK

200 OK
40. HTTP 200 OK EOO OK)
——

141. OITF2 fetches
lbookmarks for the
icontent if not

received in step 30

42. RTSP PLAY (RTSP id, position)

3. RTSP PLAY (position)

44,200 OK ()
45, 200 OK ()

A

Figure 6-79: Detailed Push procedure for sessiondnsfer/replication — Part 2

OITF1 returns a 200 OK SIP response to the IE®¥trol FE.

For steps 22-32, if the request is for sessiorstearand the same CDF (used by OITF1) will be dee®ITF2,
then the IPTV Control FE can initiate a SIP UPDAdJiEe-INVITE towards the remote target, otherwisees
SIP session will be established, in which casetle&SIP and RTSP session SHALL be torn down bylfie/
Control FE (tearing down the old SIP and RTSP sasisi not shown for brevity)

If the request is for session replication, therew IBIP (RTSP) session SHALL be established andithSIP
(RTSP) session SHALL be maintained

The IPTV Control FE starts a new SIP sessiogdmgling a SIP INVITE to the selected CDNC viaAlgM

Steps 23-32 are identical to the CoD segwmiocedure and will not be described again for ibtyeWhe only
exception is step 29. This step is executed ortlyisfis a session transfer case.

Following the successful establishment of tee session in OITF2, OITF2 issues an HTTP POSHed® in
step 33 to notify OITF1 that the session has beenessfully transferred or replicated.

The IG sends a SIP NOTIFY to the IPTV Contrgl\fa the ASM.

The IPTV Control FE forwards the SIP NOTIFYthe IG of the original device, OITF1.

The IG sends an HTTP 200 OK response thatdeslthe SIP NOTIFY

OITF1 issues an HTTP POST to the IG that inedutthe SIP 200 OK response to the incoming SIP IROTI
The IG sends the 200 OK to the IPTV ControhigEthe ASM

The IPTV Control FE forwards the 200 OK to t@efor OITF2.

The IG sends an HTTP 200 OK response to Olfffalincludes the SIP 200 OK response
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41. Following that, OITF2 retrieves the bookmarkaxsated with the content as per the proceduraelefin
Section 6.11 if not received in step 31

42, OITF2 now issues an RTSP PLAY to the CC fonitigy the content starting at the desired position.
43. CC proxies the RTSP PLAY to the appropriate CDF

44, The CDF responds with a 200 OK to the CC

45, The CC responds to OITF2 with a 200 OK

At this point, OITF2 receives the same content.

6.17.1.3 Procedure for dynamic device discovery and device awareness
Figure 6-80 depicts the procedure for dynamic discpof devices belonging to the same IPTV subsiorip

1. HTTP POST (SIP SUBSCRIBE Registration package)
" 2. SIP SUBSCRIBE ()

» 3. SIP SUBSCRIBE,()

4. SIP 200 OK ().

&
<

5. SIP 200 OK ().

6.HTTP 200 OK (SIP 200 OK ).

7. HTTP Pending 8. SIP NOTIFY (list of devices)
g 9. SIP NOTIFY (List of devices) <

&
l

1C. HTTP 200 OK (SIP NOTIFY).

11. HTTP POST (SIP 200 OK) 12. SIP 200 OK ().

»  13.SIP200OK().

Figure 6-80: Dynamic Discovery of devices

The following is a brief description of the stepghe call flow:

1. OITF2 issues an HTTP POST to the IG. The HTTEP®icludes the SIP SUBSCRIBE to the Registration
event package, and is destined to the IPTV CoFfteol

The IG forwards the SIP SUBSCRIBE to the ASM.

The ASM forwards the SIP SUBSCRIBE to the IPToh@ol FE

The IPTV Control FE returns a SIP 200 OK to A&M.

The ASM forwards the SIP 200 OK to the IG.

The IG returns an HTTP 200 OK to OITF2 thaturdgls the SIP 200 OK response.

N oo g M w N

OITI2 issues an HTTP Pending IG request
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8. The IPTV control generates a SIP NOTIFY thaludes all registered devices belonging to all useder the
same IPTV subscription as that of the originatothef procedure. The IPTV Control FE sends theNSIH'IFY
to the ASM.

9. The ASM forwards the SIP NOTIFY to the IG.

10. The IG returns an HTTP 200 OK to OITF2 thatudes the SIP NOTIFY

11. OITF2 issues an HTTP POST to the IG that inetuthe SIP 200 OK response to the incoming SIP IROTI
12. The IG forwards the SIP 200 OK to the ASM
13. AMS forwards the SIP 200 OK to the IPTV Confré

6.17.2 Pull mode

6.17.2.1 High level pull procedure for session tran  sfer or replication

Figure 6-81 shows the high level procedure emplagete pull mode for both session transfer andigafon.

-
@

| 1.User is watching CoD On OITF1, and wants to move the session to QITF2 |

2. User registers, and requests a list of all active sessions in which he is engaged

3. OITF Requests from
IG a transfer or
replication of ongoing
session

4. 1G detects that selected session belong to a
device in the household; it puts the media on
hold at both ends (if this is a replacement)

.................................................................

6. OITF 2 establishes the new session (copy or transfer)

7. The session in OITF1 is released if this is a session replacement

Figure 6-81: High-level Pull procedure for sessiotransfer/replication

The following is brief description of the stepstie call flow:

1. It is assumed that the OITF1 is receiving stiegmontent over an established CoD session. Aesgont in
time, the user on OITF1 decides he wants to tramsfeeplicate the current CoD session to (or ordtler

device, OITF2, in this example.

2. The user registers at the target device, OIFBRowing that, the dynamic active session discgyepcedure is
performed to identify active sessions that carréesferred or replicated on OITF2. This procedsrepiecified
by 3GPP [Ref 37].

3. The target device, OITF2, initiates a new sesgiith the |G to transfer or replicate the chosessgn.
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4. The IG verifies if the target and the originalites are located within the same household ahohtb¢he same
IG. If so, the IG performs the necessary procetusvoid multiple QoS reservation.

5. The IPTV Control FE optionally bookmarks the oimg session, if no bookmark has been performetth®y
original device, so that viewing the content frdre target device can start from the point in tinfeere the
session transfer started.

6. The new session is successfully establishedfbotteplication or session transfer.
7. In the session transfer case, once the newosesas been successfully transferred, the IPTV IGbRE tears
down the old session.

6.17.2.2 Pull Procedure for Session Transfer and Se  ssion Replication

The call flows in Figure 6-82 and Figure 6-83 dépicnore detailed procedure for session transféi¢egion for the pull
method.

1. User selects resumption option

| 2. Dynamic Discovery of Active sessions

3. HTTP POST ( session trapsfer request, STI, replace or copy, olther pertinent parameters) .
4. HTTP Pending L. Th(_e IG checks that the selected session belongs to
> a different household

5. INVITE (STI, replace or copy, other perlinelll parameters)

Resources Reservation Phase I
6. INVITE

[ 7. Book mark the OITF1 session if not already bookmarked ]

8. Re-INVITE (put media on hold)

A
_______________________ Q BTSPPause (RTSPid)_ — - — - B _ L ol ________ylO0RTSP Pause(RTSPId)
12. 200 OK 11. 200 OK
(st S PSR S A ——— A
13. 200 OK
------------------------------------------------------- > For session transfer, if same CDF iis used, then
steps 14 onwards can use re-INVITE
o . 14. INVITE
steps 8-13 are not required in the following cases: —
-Session Replication 15. INVITE o 16, INVITE
) - . »16. INVITE
- Both devices are in same household, since the IG 17. RTSP setup ()
would have executed those steps -
-ACK not shown for brevity 19. 200 OK for INVITE 18- 200 OK (RTSP id’)
—
-—
&L 2000K 120, 200 OK
T
22.200 OK.

23. Tear down the session towards OITF1 for a replace I

24. 200 OK for INVITE
——

Resource Commit Phase I

25.200 OK

26. 200 OK ( Session id + RTSP session ID)

Figure 6-82: Detailed Pull procedure for session &msfer/replication — Part 1

The following is a brief description of the stepghe call flow:

1. The user has established a CoD session on O#Ffeldecides to transfer or replicate the sessiambther
device, OITF2. The user selects the pull option.

2. The user registers on OITF2, and then startpuligorocedure. Subsequently, the 3GPP proceduréyinamic
discovery of active sessions on other devices wthereiser, or other users under the same IPTV gphen,
are registered and active in a session, is peridtmallow the user to select a session.

3. Once a session is selected by the user, OlI'Be2ssan HTTP POST to the IG for a session transfer
replication. The request includes the identityhaf session to be transferred (Session Transfetifieer STI)
and an indicator to show if session transfer olicafion is requested. Additional pertinent paraenetare also
included in the request.
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10.
11.
12.
13.

14.

If the request is for a session transfer, the IHies if the original and the target OITF belomgthe same
household and are behind the same IG. If thateis#se, then the IG executes the procedure defirigelction
6.17.3.1 prior to executing the next step in thigcpdure. If the request is for session replicatibe IG does not
perform any procedure, and moves to the next stdis procedure.

In the call flow of Figure 6-82, it is assumed tha two OITFs do not belong to the same houseleeleh though
only one IG is only shown in the figure for simjityc

OITF1 issues an HTTP pending request

The IG then issues a SIP INVITE to the ASM. TR¥/ITE request includes the STI, the CoD contemwtitfier
and other relevant parameters received in step @ ASM performs resource reservation based oretpgested
bandwidth

The ASM forwards the INVITE to the IPTV ContiieE

The IPTV Control FE optionally bookmarks thegamal content, based on the procedure defined atice
6.17.3.2, if the original device, OITF1, did notfoem one.

Steps 8-13 are performed in case the request gefmion transfer. In these steps, the IPTV CoRtEdhstructs
the original device, OITF1, to put the media ondhdfl OITF1 has not already undertaken that stegieNhat if
both devices involved in a session transfer arénidethe same 1G, the IG instructs the OITF to petmedia on
hold as described in Section 6.17.3.1 and thisquoe is not performed,

The IPTV Control FE sends a SIP Re-INVITE to ¢higinal device, OITF1, to put the media on hdtdITF1
has already put the media on hold, steps 13 onveaedexecuted.

Upon receipt of the Re-INVITE to put the mediahwld, OITF1 sends an RTSP PAUSE to the CC poior t
putting the media on hold.

The CC in turn issues an RTSP PAUSE to the CDF
The CDF returns a RTSP 200 OK to the CC

The CC returns a SIP 200 OK to OITF1.

OITF1 returns SIP 200 OK response to the IPDYit®I FE.

For steps 14-26, if the request is for sessiorsfexrand the same CDF (used by OITF1) is to be fme@ITF2,
then the IPTV Control FE can initiate a SIP UPDAdiEe-INVITE towards the remote end; otherwise & 3P
session will be established, in which case thesdRland RTSP session SHALL be torn down by the IPTV
Control FE (tearing down the old SIP and RTSP sasisi not shown for brevity)

If the request is for session replication, therea ISIP (RTSP) session SHALL be established andlth8IP
(RTSP) session SHALL be maintained.

The IPTV Control FE starts a new SIP sessiosdmyling a SIP INVITE to the selected CDNC viaAlsM.

15-26. Steps 15-26 are identical to the normal Gegsion establishment procedure and will not berilesl again for

27.

28.
29.
30.
31.

brevity. The only exception is step 23. This stepxecuted only if this is a session transfer cBise.remaining
steps are shown in Figure 6-83.

OITF2 retrieves the bookmark associated wighdbntent as per the procedure defined in Sectibhinot
received in step 21.

OITF2 now issues an RTSP PLAY to the CC fonitig the content starting at the desired position.
The CC proxies the RTSP PLAY to the appropiGibeé-.

The CDF responds with a 200 OK to the CC

The CC responds to OITF2 with a SIP 200 OK
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Following that, OITF2 receives the same conterihasreceived on OITF1.

27. OITF2 fetches
lbookmarks for the
content if not
received in step 24|

28. RTSP PLAY (RTSP id, position)

29. RTSP PLAY (position)

30, 200 OK ()
31. 200 OK ()

A,

Figure 6-83: Detailed Pull procedure for session emsfer/replication — Part 2

6.17.2.3 Procedure for dynamic device discovery and active sessions awareness

Figure 6-84 depicts the procedure for dynamic discpof devices belonging to the same IPTV subsioripand the active
IPTV sessions on these devices.
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1. HTTP POST (SIP SUBSCRIBE Registration package)
2. SIP SUBSCRIBE ()

» 3. SIP SUBSCRIBE,()

4. SIP 200 OK ().

<&
<«

5. SIP 200 OK ().

6. HTTP 200 OK (SIP 200 OK ).

7. HTTP Pending 8. SIP NOTIFY (list of sessions)
” 9. SIP NOTIFY (List of sessions) <

<
<

10. HTTP 200 OK (SIP NOTIFY).

<

11/HTTP POST (SIP 200 OK) 12. SIP 200 OK ().

»  13.SIP200OK(). |

14. HTTP POST (SIP E‘UBSCRIBE DIALOG event package)

> 15 SIP SUBSCRIBE () .| 16. SIP SUBSCRIBE {)
_17.SIP 200 OK ().
P 18 SIP 200 QK () -
19 HTTP 200 OK (SIP 205 0K). v
20. HTTP Pending, 5, SIP NOTIFY (List of sessions) 21. SIP NOTIFY (list of sessions)
23. HTTP 200 OK (SIP NOTIFY).
24. HTTP POST (SIP 200 OK)
' 25. SIP 200 OK ().

> 26.SIP 200 OK ().

»

Figure 6-84: Dynamic device discovery and active s&on awareness

The following is a brief description of the stepstlie call flow:

1. OITF2 issues an HTTP POST to the IG. The HTTEP@cludes a SIP SUBSCRIBE to the Registratiomeve

package, and is destined to the IPTV Control FE.

The IG forwards the SIP SUBSCRIBE to the ASM.

The ASM forwards the SIP SUBSCRIBE to the IPToh@ol FE

The IPTV Control FE returns a SIP 200 OK to A&M.

The ASM forwards the SIP 200 OK to the IG.

The IG returns an HTTP 200 OK to OITF2 thaturdgls the SIP 200 OK response.

OITI2 issues an HTTP pending request

© N o 0 » WD

The IPTV control generates a SIP NOTIFY thatudes all registered devices belonging to all useder the
same IPTV subscription as that of the originatothef procedure. The IPTV Control FE sends theNSIH'IFY
to the ASM.

9. The ASM forwards the SIP NOTIFY to the IG.
10. The IG returns an HTTP 200 OK to OITF2 thatudes the SIP NOTIFY
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11.
12.
13.
14.

15.
16.
17.
18.
19.
20.
21.

22.
23.
24,
25.
26.

OITF2 issues an HTTP POST to the IG that inetutthe SIP 200 OK response to the incoming SIP IROTI
The IG forwards the SIP 200 OK to the ASM
The ASM forwards the SIP 200 OK to the IPTV €ohFE

OITF2 issues an HTTP POST to the IG. The HTOSP includes the SIP SUBSCRIBE to the dialog event
package [Ref 38], and is destined to the IPTV GorRE.

The IG forwards the SIP SUBSCRIBE to the ASM.

The ASM forwards the SIP SUBSCRIBE to the IRGohtrol FE

The IPTV Control FE returns a SIP 200 OK toABM.

The ASM forwards the SIP 200 OK to the IG.

The IG returns an HTTP 200 OK to OITF2 thatudes the SIP 200 OK response.
OITI2 issues an HTTP pending request

The IPTV Control generates a SIP NOTIFY thatudes all active IPTV sessions active on all desiof users
belonging to the same IPTV subscription as thaheforiginator of the procedure. The IPTV Conff&l sends
the SIP NOTIFY to the ASM. OITF2 shall be able torelate the information received here in conjunetivith
the information received in step 8 to identify #ession and the device.

The ASM forwards the SIP NOTIFY to the IG.

The IG returns an HTTP 200 OK to OITF2 thatudes the SIP NOTIFY

OITF2 issues an HTTP POST to the IG that inetutthe SIP 200 OK response to the incoming SIP IROTI
The IG forwards the SIP 200 OK to the ASM

The ASM forwards the SIP 200 OK to the IPTV €ohFE

6.17.3 Procedures common to both push and pull mode s

6.17.3.1 Procedure at the IG to avoid double QoS re servation

This procedure is invoked by the IG if it detettattthe original and target device involved in ssg&n transfer are in the
same household, behind the same 1G.
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The assumption is that OITF2 is in the same household as OITF1, and initiates a pull
session transfer.

1. HTTP Post (STI, pertinent parameters)

|G verifies is f the STI corresponds to an
lexisting session in the IG

2. HTTP Pending

«3-HTTP 200 OK (SIP Re-INVITE — Put media on hold)).

4. RTSP Pause (RTSP id) » 5. RTSP Pause (RTSP id’)

7.200 OK 6. 200 OK
00

8. HTTP Pending 200 OK (200 OK)

<2 HTTP 200 OK (ACK).

10. SIP UPDATE ()

Release Resources Phase I

11. SIP UPDATE ()

<+—12SIP2000OK

13. SIP 200 OK

Figure 6-85: IG procedure to avoid multiple QoS boking during session transfer

Below is a brief description of the steps in thi ftew:

1.

w

© N o 0 &

10.
11.
12.

It is assumed that OITF2, the target devicesession transfer, is behind the same IG as Olffielgriginal
device. OITF2 issues an HTTP POST request to iaisassion transfer. The request includes theasitll other
pertinent parameters. The IG verifies if the STuiled in the request matches an existing sesdasevstate is
maintained in the IG. If the verification outconsepiositive, then both devices are behind the s&raent the
remaining steps are executed. Otherwise the fésesteps are skipped.

OITF1 issues an HTTP pending request

The IG returns an HTTP 200 OK response to Oliffat includes, in the HTTP body, a SIP re-INVITHuest
from the IG to OITF1 to put the media on hold.

OITF1 issues an RTSP PAUSE to the CC.
The CC issues an RTSP PAUSE to the CDF.
The CDF returns an RTSP 200 OK.

The CC returns a SIP 200 OK to OITF1

OITF1 issues an HTTP Pending request that ilrsluieh the HTTP message body, the SIP 200 OK regpion
the re-INVITE from step 3.

The IG returns an HTTP 200 OK response thatuged the ACK in the HTTP message body.
The IG sends a SIP UPDATE to the ASM to reléhseQoS resources for OITF1.

The ASM forwards the SIP UPDATE to the IPTV @ohFE.

The IPTV Control FE returns a SIP 200 OK toASM.
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13. The ASM returns a SIP 200 OK to the IG.

6.17.3.2 Network-initiated Bookmarking

This procedure is performed when the IPTV Contilrieeds to acquire the offset for the purpose sdisa transfer or
session replication (note that other applicatioay meed this procedure as well).

This is further described in Section 6.11.2.4.
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7. Interworking between IPTV and Communication
Services (Informative)

7.1 Caller ID

The Communication Service Caller ID feature alldhe display on an OITF of the Caller Id for an iming voice call.
When a user receives a voice call, informationteelao the Caller ID is sent to the Caller ID eralftom the network
managing the call. Using session management proegdihe OITF is able to display the caller’s idtgr(and the called
identity, if needed) on the OITF display device.

In a managed network, it is important to ensuré tha

» The user has subscribed to such a service, faaitities and E.164 numbers [Ref 20] (POTS, IM8m#) SIP
phones, etc) for which he would like to receivel&alD notifications.

» The networks (POTS, mobile, IMS) managing the iiestand the incoming calls, are able to notify tRTV
Control FE of information related to incoming voicalls.

» The Caller ID enabler FE, upon receiving this ricgifion, can generate and send a message to thg @Idrder to
display the related call information.

The natification mechanism between the Voice Nekwaord the Caller ID enabler is out of scope of #fiscification.

Figure 7-1 shows an informational call flow for tGaller ID communication service.

IMS Gateway

p2p Other Network

orE IG-OITF Auth/Session A;r:ze;;'g;gﬂ” Communication (POTS, PLMN,
e g Enabler IMS...)
Management (Caller ID enabler)

1. Incoming Voice

< Call Notification
2. SIP: MESSAGE (R-URI=user)

Text=Callerld, Calledld

3. SIP: MESSAGE (R-URI=user)
Text=Callerld, Calledld

_ 4. Invoke Third Party Notification\
(display=Callerld, CalledID)

6. Operation Result

5. Third Party
notification procedure
" 7. SIP: 200 OK
9. Display 8. SIP: 200 OK
Information

Figure 7-1: Call flow for presentation of caller ID

v

The following is a brief description of the stepghie flow. As a precondition, the User must be Id§istered via the
Authentication and Session Management prior tateflow.

1. A network (POTS, PLMN, IMS ...) notifies the Call® enabler about an incoming voice call relateet
POTS, PLMN, IMS number/identity associated withiRmV user. This message contains the caller’s identity
(caller ID) and called identitydalled ID), but should also carry additional informatior (the network
originating the natification, etc.)
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2. The Caller ID enabler generates and sends MEFSAGE (that includes thaller 1d, thecalled Id, additional
information) towards the Authentication and Sesditamagement FE associated with the End User.

3. The SIP MESSAGE is proxied to the IMS Gatewalyere it is intercepted by the Authentication ands&m
management function.

4, The Auth/Session Mgmt. function in the 1G invekbe third party notification functionality of th&-OITF
Server function.

5. The IG-OITF Server function starts the notifioatprocedure via the DAE.
Two possible mechanisms for notifying the OITF are:

o “Third Party Notification Procedure”: With this meznism the 1G-OITF-Server sends the appropriate
CEA-2014 [Ref 3] operations so that the OITF capldiy the appropriate message. In more detail:

= The IG-OITF Server creates locally the notificatroessage (UPnP multicast) and sends it to
the OITF. This message contains the referencettinke “notification content”.

= The OITF receives the notification message anddofsdm the 1G-OITF Server, the content
referred by the “notification content”. In this eashe “notification content” contains the
information to be loaded and displayed on the OITF.

= The OITF sends the response to the IG-OITF-Seffter the “notification content” has loaded;
0 Use of UPnP GENA [Ref 28]

6. The IG-OITF Server reports the Operation Resulhe Authentication and Session Management fangti the
IMS Gateway.

7-8.  The response to the MESSAGE request is formehtd the Caller ID enabler via the Authenticatéon Session
Management FE.

9. The OITF displays the information on the screen.

7.2 Messaging

The Communication Service Messaging allows a useend and receive textual messages to and froen atlers (or a list
of users). When a user receives a textual mesiagelisplayed by the OITF on the screen.

The messages are sent and received without ingjiaticommunication context; thus no communicatimmtext state is
stored in the IPTV Solution.

In order to support the Communication Service Mgsgg an Instant Messaging Enabler functionalityssd in the Person-
to-Person Communication Enablers FE.

The Open Mobile Alliance (OMA) has specified an ldeafor Instant Messaging (IM) that allows thecleange of Instant
Messaging messages between users in near realb@sed on the IETF SIP protocol [RFC3261] [Refwith SIMPLE and
3GPP extensions. The procedure described in thigtehis aligned with the “Pager mode” functionedit specified in
OMA “Instant Messaging using SIMPLE” (OMA-ERP-SIMELIM-V1_0-20070816-C) [Ref 22].

The application running on the OITF sends and wesemessages using either:

* A DAE application (HTML + ECMAscript [Ref 23]) dowoaded to the OITF,

or

* A native application on the OITF
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7.2.1

Outgoing messaging

Figure 7-2 shows an example of outgoing messagingraunication service, followed by a brief descoptof the flow.

© © N o O

IMS Gateway

P2P
Communication

IG-OITE Authentication

o= Server

and Session

Management Enabler

(IM Enabler)

1. HTTP POST (message, orig user, dest user)

2. Invoke Messaging (...)

3. SIP MESSAGE (R-URI=dest user)
Body=message

4. SIP MESSAGE (R-URI=dest user)
Body=message

5. SIP: 200 OK
SIP: 200 OK <

6.
Operation Result <

7.
<

8. HTTP 200 OK
d

<

9. Display
Textual
Message

Figure 7-2: Call flow for an outgoing messaging comunications service

A user logged onto an OITF enters the text ngessdahe OITF sends an HTTP POST message inclilkdang
text to be sent, the originating user identificatend the receiving user identification (or listuskers) to the 1G-
OITF Server function in the 1G.

The IG-OITF Server function intercepts the HTFEQuest and invokes the Authentication/Session lgemant
function in the IG to send the text.

The Authentication/Session Management functiotié |G composes a SIP MESSAGE (that includes the
textual message) and sends it to the user’s hortigeAtication and Session Management FE.

Based on the originating filter criteria witkethser, the SIP MESSAGE is forwarded to the appatgpiV
Enabler FE. This IM Enabler FE is in charge of diedivery the text message to the final receivereaeivers in
the list.

A 200 OK is received as a response from theitating network.

The 200 OK is proxied to the IMS Gateway.

The IG Auth/Session Mgmt function sends the afi@n result to the IG-OITF Server.

The IG-OITF Server sends a 200 OK to the OITR essponse to the HTTP POST operation.

The OITF displays the information result on slcesen.
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71.2.2

Incoming messaging

Figure 7-3 shows an example of incoming messagdngneunication service, followed by a brief descoptbf the flow.

IMS Gateway

OITF

Authentication P2P

IG-OITF and Session Communication

Server

Management Enabler

5. Third Party
notification procedure

(IM Enabler)

1. SIP MESSAGE (R-URI=user)
~ Body=message
3. SIP MESSAGE (R-URI=user)
N Body=message
3. SIP MESSAGE (R-URI=user)

<

Body=message
' 4. Invoke Third Party Notification

[ (display=message)

6. Operation Result
7. SIP: 200 OK

9. Display " 8. SIP: 200 OK

Textual
Message

v

Figure 7-3: Call flow for an incoming messaging comunications service

A text message has been sent to the user dadsatw the IM Enabler function, responsible formaging the
message delivery to the final receiver (or the sibetonging to list).

The IM Enabler function sends a SIP MESSAGEt(ineludes the text message that will be displayadhe
OITF) to Authentication and Session Management.

The SIP MESSAGE is proxyed to the user IMS Gatgwvhere it is intercepted by the Auth/Session Mgm
function in the IG.

The IG Auth/Session Mgmt function invokes thiediparty notification functionality in the IG-OITBerver
function.

The IG-OITF Server starts the Third Party Notifion Procedure. In particular the 1G-OITF sers t
appropriate CEA-2014 [Ref 3] operations so that@heF displays the appropriate message. In moraildet

a. The IG-OITF Server function creates locally theificdation message (multicast) and sends it to the
OITF. This message contains the reference/linkéd'hotification content”.

b. The OITF receives the notification message anddpfrdm the 1G-OITF Server, the content referred to
by the “notification content”. In this case, theotification content” contains the information to loaded
and displayed on the OITF.

c. OITF sends the response to the IG-OITF Server fondh the 1G after the “notification content”
loading;

The IG-OITF Server reports the Operation Resulhe IG Auth/Session Mgmt function in the IMS @aay.

The response to the MESSAGE request is forehtd the other network via Authentication and Bess
Management.

The OITF displays the information on the screen.
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7.3 Chatting

The Communication Service Chatting allows a us@stablish a communication context with another osevith a group
of users, so that the IPTV Solution allows the usesend textual messages and files within a conmgatian context and
have all other users in that context receive tHerivate messages and files can also be sent toranere participants
within a communication context.

The messages and files are sent/received withomerinication context; the state of the communiceationtext is stored in
the IPTV Solution.

In order to support the Communication Service Ghgttan Instant Messaging Enabler functionalitintsoduced. OMA
(Open Mobile Alliance) has specified an enablerdifstant Messaging (IM) that allows the exchangietant Messaging
messages and files between users in near realtimsed on the IETF SIP protocol (RFC3261) [Refith SIMPLE and
3GPP extensions. The procedure described in thigtehis aligned with the “Session mode” and “Hitansfer”
functionalities as specified in OMA “Instant Messagusing SIMPLE” (OMA-TS-SIMPLE_IM-V1_0-20070816}C
[Ref 22].

7.3.1  Chat session setup

Figure 7-4 shows an example of a chatting ses&togs(i.e. communication context set-up), follovgda brief description
of the flow. In this case the chatting templatgeserated and presented to the user directly b@thE. The chatting
template could be also generated by the IG, wiihoaedure including initial steps analogous todhes presented in
Section 7.4.2.1.

IMS Gateway

P2P
Communication

Authentication

IG-OITF Auth/Session .
and Session

e Server Mgmt

Enabler
(IM Enabler)

Management

1. HTTP POST (chat init, orig user=A, dest=Chat-URL)
|-
Ll

2. Invoke Chat Initiation()

3. SIP: INVITE (Chat-%RL)
4. SIP: INVITE (Chat-URL)
»

6. SIP: 200 OK ¢ 5. SIP: 200 OK

7. Operation Result < Chat Session >

‘8. HTTP: 200 OK (HTML + ECMA Noatification Script)

|

9. In-session
Noatification Procedure
setup

Figure 7-4: Call flow for Chat session setup

1. A user logged onto an OITF wants to set up asdssion. The OITF presents a template to leadfilp by the
user; the user fills the template and the OITF semdHTTP POST message including the needed infamma
(e.g. originating user and the Chat-URL) to theQG-F server.

2. The IG-OITF Server intercepts the HTTP requastiavokes the IG Auth/Session Mgmt function toget
chat session.
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3-4.

5-6.

7.3.2

The IG Auth/Session Mgmt function composes$RaISVITE (including the originating user and thé&-URL)
and sends it to the user’'s home Authentication@egbsion Management FE in order to establish asesaion.
The SIP INVITE is proxied to the IM Enabler funatithat manages the chat session (The details of SIP
message exchange are not shown here).

A 200 OK is received as a response from th&Hhdbler function and it is proxied to IMS Gatewagd a chat
session is established between the IG and the IablEn

The IG Auth/Session Mgmt function sends the aten result to the IG-OITF Server function.

The IG-OITF Server subsequently sends a 200dCtKe OITF as a response to the HTTP POST oparatio
containing the result page (which will be updatdtewa chat event is received) and an ECMA Notificat
Script, that will be run by the client in orderget-up an In-Session Notification Procedure.

The OITF sets up an In-Session Notification Bdage (XML HTTP request or Persistent TCP Connactio
Mode) with the IG-OITF Server function in the IGhd1G-OITF Server function will then be able toden
notification message to update the OITF Ul pageadyinally without the need to reload the XHTML page.

Chat outgoing message

Figure 7-5 shows an example of chat outgoing mesdatiowed by a brief description of the flow.

IMS Gateway

. Authentication P2p
OITF I(;e?\gr': Autl';\ﬁlS?nStSIOI’l and Session Communication
9 Management Enabler
(IM Enabler)

< 1. Chat Session >

2. HTTP POST (chat msg, orig user=A, dest=Chat-URL)
»
L

3. Send Chat Messaging()

4. MSRP: SEND (into Chat Session)

5. MSRP: SEND (into Chat Session)

6. MSRP REPORT
MSRP REPORT -

7.
<

8. Operation Result

‘9. 200 OK

10. In-session
Notification Events

Figure 7-5: Call flow for a Chat outgoing message

A user logged on an OITF has already establishetht session (for details, see section 7.3 th)the IM
Enabler function for a specific Chat-URL.

A user wants to send a text message in thatselsaton. The OITF sends an HTTP POST messagelinglthe
information needed (text to be sent, the origiratiser and Chat-URL, etc.) to the IG-OITF Server.

The IG-OITF Server intercepts the HTTP requastiavokes IG Auth/Session Mgmt function to seng tibixt in
a chat session.
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4-5.

6-7.

10.

7.3.3

The IG Auth/Session Mgmt function composes3R® SEND message (that includes the text messade) a
sends it, in the chat session, to the user's hagheark Authentication and Session Management faneti
entity. The MSRP SEND message is proxied to thézhdbler function.

A MSRP REPORT message is received from th&idbler function as a response to the MSRP SEND
message, and it is proxied to IMS Gateway.

The IG Auth/Session Mgmt sends the operationltrés the 1G-OITF server.
The IG-OITF Server subsequently sends a 200dCtke OITF as a response to the HTTP POST operation

The IG-OITF Server, if needed, performs theessary CEA-2014 [Ref 3] operation so that the Cdidplays
the result information on the screen, using th&éssion Notification established earlier duringdhat session
set-up procedure.

Chat incoming message

Figure 7-6 shows an example of a chat incoming agesgollowed by a brief description of the flow.

3-4.

IMS Gateway
) Authentication p2p
I I(é—e?\ng AU'[%S?;S'OV‘ and Session Communication
9 Management Enabler
(IM Enabler)

< 1. Chat Session
2. MSRP: SEND (R-URI=chat#)

3. MSRP: SEND (R-URI=user) €
o

Text=Message
4. MSRP: SEND (R-URI=user)
o

5. Invoke In-Session Noatification
6. In-session (display=Message)
Notification Events
7. Operation Result

» 3. MSRP: REPORT

»
" 9. MSRP: REPORT

>

Figure 7-6: Call flow for a Chat incoming session

A user logged on an OITF has already establishetht session (for details see section 7.3.1) thi IPTV
Control.

The IM Enabler function receives a MSRP SENDsage (that includes the message to be deliveria:to
OITF) from another user in the chat session (idiextiby a Chat-URL).

The MSRP SEND message is proxied via Authatitin and Session Management to the user’'s IMSvizgte
where it is intercepted by the IG Auth/Session Mdumiction.

The IG Auth/Session Mgmt function invokes theséssion Notification functionality in the IG-OlT$erver.

The IG-OITF Server performs the necessary CERMJRef 3] operation so that the OITF displaysriessage
on the screen, using the In-Session Notificatidatdished earlier during the chat session set-opguture.

The IG-OITF Server reports the Operation Resulhe IG Auth/Session Mgmt function on the IMS &edy.

Finally, the MSRP REPORT, in response to ttf&R® SEND message, is forwarded to IM Enabler \¢a th
Authentication and Session Management FE.
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7.3.4  Chatting session teardown

When the user wants to end the chat session, farimsrthe needed actions on the OITF (e.g. pusibgtton). This
causes:

» the In-session Notification tear down;
* aterminating message to be sent to the IG;

» the tear down of the chat session between thentialee IM Enabler, through standard IM session-mantkIMS
tear-down procedures.

7.4 Presence

7.4.1  General Description of Presence in IPTV

IPTV services may be combined with Presence sepdpability. The mechanisms used in order to comTV services
with the Presence service capabilities may alsesked for other purposes such as:

e Gathering channel statistics and user behavioornmtion.
»  Supporting session continuity between differentniaals
The ITF must be able to collect and send Presaricamation related to:
» the end user (e.g. status of the end user);
» the IPTV service activated (e.g. Scheduled ContéoD, PVR);

» the IPTV program watched (e.g. channel currentbeased, program currently watched, content cugrentl
accessed);

« other information the ITF can manage (e.g. in adsehybrid ITF - IPTV and DTT capable - channegram
accessed/watched on DTT; in case of a combinedye@nt — unmanaged and managed models are botledrab
channel/program accessed via an unmanaged network).

It is the user's decision (through the use of pyvareferences) as to which specific IPTV attrilsutinclude in the
Presence information that is made available toraikers.

Figure 7-7 and Figure 7-8 show two examples ougeof the Presence service with IPTV.

Figure 7-7 shows the mechanism proposed in ordaltde an ITF to communicate Presence information.

Authentication

ITF and Session IPTV
f : Management il
User interaction
or
channel/content
information

\>

1. Presence Information

»
»
2. Presence Information
|-

»

3. Response

<

4. Response

Figure 7-7: Call flow for sending Presence informabn to IPTV Control
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The IPTV Control can forward and aggregate thedres information collected towards other entiteeg.(external
Presence Server, other specific application sebasgd on internal policies/rules.

The ITF may also collect and send the IPTV Presarfoemation to the P2P Communication Enabler (Bnes Enabler)
directly, as shown in Figure 7-8.

P2P

Authentication Communication
ITF and Session Enabler
User interaction Management (Presence Enabler)
or
channel/content
information

—

1. Presence Information

»
>

2. Presence Information
>

»

3. Response

<«

Response

4.

Figure 7-8: Call flow for sending Presence informabn to the Presence Enabler

7.4.2 Presence Session Management Procedures

The Communication Service Presence allows multipkrs of an ITF to communicate their presence inéion inside an
IPTV Service network. A user (A) can subscribeh® presence information of other users (B,C ... hsb twhen one of
these users changes his Presence status useill(fgceive a notification of this change.

The OMA (Open Mobile Alliance) has specified anl@eafor Presence allowing the management of tilectmn and the
controlled dissemination of presence informatioerav SIP/IP network. The enabler is based on th& I&P protocol
RFC3261 [Ref 21] with SIMPLE and 3GPP extensiorge procedure described in this section is alignitid tive
procedures specified in OMA “Presence SIMPLE Spestibn” (OMA-ERP-Presence_SIMPLE-V1_0_1-20061128-A
[Ref 24]
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7.4.2.1 Presence session set-up — Presence template  produced by the IG

IMS Gateway

; Authentication P2P
IG-OITF Auth/Session and Session Communication

Server Mgmt Management Enabler
(Presence Enabler)

OITF

1. HTTP: GET (presence subscription form)

»

200 OK (HTML page)

2.

3. HTTP: POST (presence sub, orig user=A, dest=B)

4. Invoke Presence Subscription() i
>

5. SIP: SUBSCRIBE ()
" 6. SIP: SUBSCRIBE ()
»

_7.200 0K

2000K

8.
<

9. Operation Result
d

|
10. 200 OK (HTML + ECMA Notification Script)

<«

11. In-session
Notification
Procedure Setup

17. In-session
Notification Events

The following is a brief description of the stepghe flow:

12. SIP: NOTIFY (Presence information)

13. SIP: NOTIFY (Presence information)

 14. Invoke Third Party Notification
il

(display=Presence information)
15. 200 OK

7]16. 200 OK

18. Operation Result

>

Figure 7-9: Call flow for Presence session setup

1. A user logged on to an OITF wants to subsculi@é presence events associated with anotheousagroup of
users. The OITF sends an HTTP GET message tloatsait to fetch a template form to be filled upthg user.

2. The IG-OITF Server intercepts the request ahdme an HTML form document to be filled out by #ed user
in a 200 OK message.

3. The OITF sends an HTTP POST message includimgdmpleted template form to the IG-OITF Server.

4. The IG-OITF Server intercepts the message arakas the appropriate operation in the Auth/Seskigmt.

function in the IG.

5. The Auth/Session Mgmt. function in the 1G creaaeSIP SUBSCRIBE message with the appropriate
information and sends it to the Authentication &egsion Management FE in the user's home network.

A SIP SUBSCRIBE message is forwarded to thedPias Enabler function.
A 200 OK is received as a response from thegPmsEnabler function.

A 200 OK is forwarded to the Auth/Session Mgfahction in the I1G.

© ® N o

The Auth/Session Mgmt. function in the |G setidsoperation result to the IG-OITF Server.
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10.

11.

12-13.

14.
15.

16.
17.

18.

7.4.2.2

The IG-OITF Server sends a 200 OK to the OIF & eesponse to the HTTP POST operation, whictagmn
the result page (which will be updated when a pres@vent is received) and an ECMA Notificationii@dhat
is run by the client in order to set-up an In-Sasdlotification Procedure.

The OITF sets up an In-Session NotificationcBdure (XML HTTP request or Persistent TCP Conoacti
Mode) with the IG-OITF Server. The IG-OITF Servahthen be able to send a notification messagepidate
the OITF Ul page dynamically without the need toae the XHTML-page.

The Auth/Session Mgmt. function in the I@aiges a NOTIFY message that includes the Prestaties from
Presence Enabler function via Authentication argsi®a Mgmt. function.

The Auth/Session Mgmt. function in the I1G ingskhe In-session notification function in the IGFD Server.

The Auth/Session Mgmt. function in the IG seR@i8 OK message to Authentication and Session Mgmt.
function in responds to the SIP NOTIFY.

A 200 OK is forwarded to Presence Enabler fonct

The IG-OITF Server performs the necessary §ise notification operation (CEA-2014) [Ref 3] tbe OITF
to display the presence information to the end-uskNOTIFY messages, for this subscription, aedivered
within the In-Session Notification session, estidid in step 9.

Finally the 1IG-OITF Server sends back to theAl@h/Session Mgmt. function the operation result.

Presence Privacy Management

The Communication Service Presence allows a user BtF to manage the privacy settings of the ggarésence
information. The user can do so by configuringghesence authorization rules on the Presence enahieh is used to
proactively or reactively authorize the incominggence subscription requests from other usergelotive authorization,
the user subscribes to changes in the watchemiafiion. That way when a subscription request cam&sm a potential
watcher, the presence enabler notifies the useroahdhen proceed to accept or deny the subsariptio

Figure 7-10 provides an example of a signaling ffompresence privacy management using reactiveoaaation.
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IMS Gateway

IG- OITF

erE Server

P2P
Communication

Authentication

and Session
Management

Enabler
(Presence Enabler

1. HTTP: POST (winfo subscription)

2. Invoke winfo subscripﬁon

3. SIP: SUBSCRIBE (winfo)
»

4. SIP: SUBSCRIBE (vgnfo)

4 5. 200 OK

6. 200 OK

7. Operation Result
<

8. 200 OK (HTML + ECMA Notification Script)

w

9. In session
notification
procedure setup

10. SIP:

SUESCRIBE (pres)

10. SIP: NOTIFY (winfo)

1. SIP: NOTIFY (winfo)

12. Invoke Third
Party Notification

< (display=winfo)

13. In Session
Notification Events

14. Operation
Result |

User >

receives a

15. 200 OK

presence
authorizati
on request
from other
user

©16. 200 OK

\ ]

17. HTTP request(GET message to Presence enabler profile)

v

18. HTTP response (includes the Presence enabler profile)

User
selects
presence
authorizati
on option

19. HTTP request (PUT message with updated Presence enabler profile)

v

20. HTTP response — 200 OK

Figure 7-10: Presence Privacy Management using retee authorization

The following is a brief description of the stepghe flow:
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1. A user (A) logged on to an OITF decides to dte&tpresence service application. The OITF sendsT& P
POST message to subscribe to the watcher informatient associated with himself.

2. The IG-OITF Server intercepts the message arakes the appropriate operation in the Auth/Seskigmt.
function in the IG.

3. The Auth/Session Mgmt. function in the I1G creadeSIP SUBSCRIBE message with the appropriate
information and sends it to the Authentication &egsion Management FE in the user's home network.

A SIP SUBSCRIBE message is forwarded to thedficss Enabler function.
A 200 OK is received as a response from thedPmsEnabler function.
A 200 OK is forwarded to the Auth/Session Mgfahction in the IG

The Auth/Session Mgmt. function in the IG setidsoperation result to the IG-OITF Server.

© N o 0 &

The IG-OITF Server sends a 200 OK to the OITE essponse to the HTTP POST operation, whichatosit
the result page (which will be updated when a wettahformation event is received) and an ECMA Noéifion
Script that is run by the client in order to setampln-Session Notification Procedure.

9. The OITF sets up an In-Session Notification Bduce (XML HTTP Request or Persistent TCP Conngactio
Mode) with the IG-OITF Server. The IG-OITF Servalthen be able to send a notification messagepidate
the OITF Ul page dynamically without the need toae the XHTML-page.

10. Upon reception of a presence information reiginesn another user (B), and based on presencagyitules
stored in presence enabler profile, the presenaklenmay decide to send a SIP NOTIFY message with
“pending” presence authorization status.

11. A SIP NOTIFY message is forwarded to the Audls&ton Mgmt. function in the I1G.
12. The Auth/Session Mgmt. function in the 1G ingekhird party notification in the IG-OITF Server.

13. The IG-OITF Server performs the necessary §sise notification operation (CEA-2014) [Ref 3] the OITF
to display the presence information to the end-uskNOTIFY messages, for this subscription, aedivered
within the In-Session Notification session, estsiudid in step 9.

14, The IG-OITF Server sends back to the IG Autbgim Mgmt. function the operation result.

15. The Auth/Session Mgmt. function in the 1G seR@i8 OK message to the Authentication and Sessigmt\
function in response to the SIP NOTIFY.

16. A 200 OK is forwarded to Presence enabler FE.

17. Upon reception of presence authorization reqgesp 13), the OITF sends an HTTP GET requet$tdo
Presence enabler profile.

18. The Presence enabler profile returns the peesgrivacy profile to the OITF in a 200 OK.

19. Upon selection by the user (A) of the presendhorization option, e.g. allow, the OITF send$4diP PUT
request to update the Presence enabler profile.

20. The Presence enabler profile acknowledges ffePHequest in a 200 OK.

At this point the Presence enabler can send usep#&sence information to user B.

7.4.3  Scheduled Content and fast update rate events  case

When channel switching during a Scheduled Contervice, users will likely be able to zap betweesetiof channels within
the same “bouquet” (e.g. channel with the same waltd requirements) without further signalling rteld to the Service
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Setup Session (from ITF to IPTV Control). In thase, sending presence information each time thechsages channel
may lead to a heavy load on the network (e.g. & @d zapping). In order to reduce and control ipbs®verload caused by
frequent channel hopping, it shall be possibledfingé some mechanisms that is able to limit the memof publications of
channel change. In particular, two instances offraeisms can be foreseen:

* Client side — configurable delay: the ITF clienbsld not inform the IPTV Control about several cengive
channel changes within the delay period. When #eg stops zapping, information about the watchechicél
should be sent to the IPTV Solution. The delay tihed is used may be configurable.

» Server side — rate control: The IPTV Solution sdadntrol the rate of information sent by ITF cliso it can
decrease the frequency of publication of changamtla

Figure 7-10 and Figure 7-11 provide examples afjaadling flow for channel switching, for the cagkClient side and
Server side load control, respectively.

7.4.3.1 Scheduled Content channel switching; Client Side load control

Authentication
ITF & Session IPTV
Control

Management

0. Change channel

1. Presence information Request
a) Change channel change channel " 2. Presence information Request
—> »

change channel

b) Chw 3. Presence information Response

Zapping

A

4. Presence information Response change channel
z) Change channel &
—_—

change channel

5. Change channel
6. Presence information Request

v

change channel 7. Presence information Request

Ll
change channel
8. Presence information Response

A

. Presence information Response change channel

9

change channel

Figure 7-10: Scheduled Content (Broadcast TV) charel switching; Client Side load control

0. The ITF leaves a multicast channel and joingreranulticast channel with the same QoS requirésnen
a. A delay may be applied. If the user switches chbhagain during this delay time, the flow is restdriat
step O.
b. (seea.)
c. (seea)

d.
The ITF sends information about which channat th being watched.

The Authentication and Session Management Ftesdbhe information to the IPTV Control.

IPTV Control responds to the Inform channel gearequest.

A w0 npoPE

The Authentication and Session Management rahtesesponse to the ITF.
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7.4.3.2  Scheduled Content channel switching; Serve  r Side load control

Authentication
ITF & Session IPTV
Control
Management
0. Change channel
— 1. Presence information Request
change channel " | 2. Presence information Request

change channel |
3. Presence information Response
<

<
4. Presence information Response change channel
d

" change channel

Figure 7-11: Scheduled Content channel switching:e8ver Side load control

The ITF leaves a multicast channel and joingteranulticast channel.
The ITF sends information about which channékimg watched.

The Authentication and Session Management Ftesahe information to the IPTV Control.

w M RO

IPTV Control checks the rate notification fronetiTF and responds to the Inform channel changeest; also
sent in the response is an info (rate of publicgtto decrease the frequency of sending the chelmgenel
information.

4. The Authentication and Session Management Ftesdhe response to the OITF which updates its ragenof
publication.

7.5 Multimedia Telephony

The Communication Service Multimedia TelephonywBa user to establish multimedia conversationadroanications on
his OITF.

In order to support the Communication Service Muogtdia Telephony, a Multimedia Telephony Enablecfiomality is
introduced. 3GPP has specified an IMS multimedepteony communication service based on SIP and 3GISP
specifications. The IPTV Solution follows ETSI T8.273 [Ref 39] procedures to support Multimediagpblony
functionalities such as audio and video teleph@ssi®n setup, data exchange, media renegotiatidrsession tear down.
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8. Remote Access

8.1 Remote Access in the Managed Model

Remote Access (RA) allows a user to remotely, uailiPnP RA client device, access other DLNA devinesresidential
network for the purpose of content downloadingpaging, or content streaming. To achieve this, &&established
between the remote device and the 1G. This all@wshe secure transfer of information between #meate device and the
entry point into the residential network.

The device used for remote access and the targiteds) in the residential network SHALL be DLNA/OP compliant
devices. This implies that the remote device SHAkLequipped with a UPnP RA client, hence allowhmyremote device
to be seen as just another DLNA/UPNP device fromother DLNA/UPNP devices in the residential nelyyand vice versa
[Ref 55]. Normal DLNA device discovery will occbetween the remote device and the DLNA-enabledcds\in the
residential network. VPN enables these devicdéglong to the same subnet, and all DLNA devicesbeaaccessed by the
remote device. However, it is beneficial to limitWA devices which can be accessed by the remotieelev his requires a
new interworking function in the IG to act as ayyrof the DLNA device discovery for the remote d=uviThis function is
called the Remote Access Discovery Agent (RADA).

To establish the VPN between the remote devicelandiG, an IMS tunnel is first established betwdenremote device and
the 1G. Following the successful establishmentefitMS tunnel, the tunnel is secured using IPSet fB]. This allows
traffic transported through the tunnel to be entagip

To establish the IMS tunnel, a new function is iegglin the 1G. This function is called the Reméieess IMS client (RA
IMS). In addition, every IG in a residential netlw@upporting remote access SHALL be allocated aRUMhat can be used
by the remote device for the purpose of remotesscce

To secure the IMS tunnel using IPSec, a new funddagequired in the IG. This function is calleé tRemote Access
Transport Agent (RATA).

Finally, in order to map the DLNA QoS aspects td&SIKQoS procedures, and vice versa, in support of@mtd QoS, a hew
functional element is required in the I1G for thigpose. This element is called the Remote AcQesS coordinator.

Figure 8-1 depicts the above architecture.
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r Remote Device
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BAC
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Discovery -
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Figure 8-1: Remote Access Architecture

Access Control Lists (ACL)

To ensure that only authorized users are allowedsacto a residential network, the remote accqdgaton server
maintains an access control list per IG. The AGtludes the list of authorized users and is cheekedy time an IMS
channel is established or modified. The ACL is ngaahby the residential network IPTV subscriptiomewusing normal
XCAP procedures.

Note that within the call flows, the remote accagplication server will be depicted as an IPTV Apgtion.

Media Codecs

To ensure interoperability between remote peeraged; a number of media codecs SHALL be mandated.

8.1.1 Remote Access Procedures without Transcoders (informative)

The call flows in Figure 8-2 and Figure 8-3 depit call sequences needed to establish a VPN tfomeimote access.
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User Selects Remote Access OPfiof /e
—=eroeece B . _

/_ | 2. Initial Resource Reservation |

3. INVITE
Y
4. Verify ACL
«5: Result
6. INVITE R
iti i e 7.200 0K
Initial Session le
Establishment 8.200 OK
—
9. Final Resource Reservation
10. 200 OK
11. ACK R
12.. ACK ! 15, ACK

NG n
< Key Exchange Procedures to establish IPSEC Tunnel >
1=

Figure 8-2: Remote Access - IMS session establishme

The following is a brief description of the stepsHigure 8-3:

1. The remote access client on the remote devige &DLNA-enabled mobile phone) initiates a SWITE to
the ASM.

2. The ASM performs an initial resource reservation

3. The ASM proxies the INVITE to the IPTV ContrdEF

4. The IPTV Control FE sends an access requekettPTV Application to verify if the originator &llowed to

access the residential network.

The positive response is received.

The IPTV Control FE sends a SIP INVITE to thevi@ the ASM (which is not shown for simplicity).
The IG accepts the session, and returns a 20t@t€ IPTV Control FE.

The IPTV Control FE forwards the 200 OK to th8M

© ® N o O

The ASM performs the final resource reservation
10. The ASM forwards the 200 OK to the remote devic
11. The remote device sends an ACK to the ASM

12. The ASM forwards the ACK to the IPTV Control .FE
13. The IPTV Control FE forwards the ACK to the IG.

Following that, the key exchanges can take plaestablish the IPSec encrypted channel. Once thedRunnel is
established, the DLNA service discovery procedang, content selection and presentation, etc., cemro
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The remaining steps are shown in Figure 8-3.

j
< DLNA exchange for Service Discovery > DLAN exchange

L for Service Discovery,
< DLNA exchange for control, eventing, etc. Presentation, >

14. Re-INVITE

/ l 15. Initial Resource Modification l

16. Re- INVITE
17. Verify ACL
18. Result
19. Re- INVITE
Session L 20. 200 OK
Modification
21.200 OK
22. Final resource Modification
23.200 OK
24.. ACK
K 25.. ACK
e >
26. ACK

<
<« <«

Figure 8-3: Remote Access - IMS session modificatidbased on e2e QoS

The following is a brief description of the remaigisteps shown in Figure 8-3:

1.

E

© © N o Ou

10.
11.
12.
13.

Once the previous steps are completed, the eedestice performs session modification, if neededandle the
new QoS for the session. For that purpose, theteen®vice issues a re-INVITE to the ASM,

The ASM performs an initial resource modificatio
The ASM proxies the re-INVITE to the IPTV CorltkE

The IPTV Control FE sends an access requekettPTV Application to verify if the originator &llowed to
access the residential network.

The response is received.

The IPTV Control FE sends a SIP re-INVITE to tBevia the ASM (which is not shown for simplicity)
The IG accepts the session, and returns a 20t @€ IPTV Control FE

The IPTV Control FE forwards the 200 OK to thEM.

The ASM performs the final resource modification

The ASM forwards the 200 OK to the remote devic

The remote device sends an ACK to the ASM

The ASM forwards the ACK to the IPTV Control.FE

The IPTV Control FE forwards the ACK to the IG.

Following that, the streaming session can commence.
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8.1.1.1 Policies for ACL

ACL policies are configured in the IPTV remote axapplication server using XCAP.

8.1.1.1.1 Provisioning of Palicies from the OITF (I MS)

In an IMS environment, XCAP procedures are invo#tedctly from the OITF to provision the ACL police

8.1.1.1.2 Provisioning of Palicies from the OITF (D  AE)

Figure 8-4 shows a call sequence for a DAE-based pdlicy provisioning.

1. HTTP PUT (Policies, other info)

>
»

2. XCAP PUT (Policies, other info)

<&
<

3. HTTP 200 OK ()

>
>

4. HTTP 200 OK ()

A

Figure 8-4: DAE-based Policy provisioning

The following is a brief description of the sequenc
The OITF issues an HTTP POST request to the IRpMication to upload the remote access ACL pelci

The IPTV Application issues an XCAP PUT requeghe IPTV Service Profile to store the neededcpes
The IPTV Service Profile returns an HTTP 200 @Kponse to the IPTV Application.

P W poPF

The IPTV Application subsequently returns an IRTZ00 OK to the OITF.

8.1.2 Remote Access Procedures with Transcoders (in  formative)

Following the DLNA exchange for control, eventingresentation etc, via the VPN tunnel, and if #mote device
determines that a transcoder is needed for theantietisport, it initiates a new IMS session forredia transport via the
Transcoder functional entity in the provider(s)watk.

8.1.2.1 Remote Access with network-based Transcoder s

The call flows in Figure 8-5 and Figure 8-6 depict call sequence to establish a VPN tunnel footeraccess when
transcoders are engaged in a pro-active manner.

Copyright 2009 © Members of the Open IPTV Forum  e.V.



Page 189 (234)

Mobile
Phone

IPTV IPTV DLNA device
[ RACS ] [ ASM ] [ Control ] [ Application ] [ Transcoder ] [ ' ] [ DMS ]

1. User Select Remote Access
Option

2. INVITE URL for IG

/— I 3. Initial Resource reservation for the VPN tunnel l
4. INVITE
5. Verify ACL
7. INVITE
—>
Session establishment
for DLNA control
8.200 OK
9. 200 OK
I 10. Initial Resource Reservation
L 11. 200 OK
12. ACK| L
13. ACK 14. ACK
\ g i 15, ACK
—_— >

T

Key Exchange Procedures to establish IPSEC Tunnel

P
DLNA exchange for Service Discovery >

DLNA exchange for control, eventing, etc. Presentation,

b

Figure 8-5: Remote Access - IMS session establishmievith transcoders (proactive mode)

The following is a brief description of the stepgHigure 8-5:

1-2. The remote device initiates the remote accksnt, which initiates a SIP INVITE to the ASM.

3. The ASM performs the resource reservation ferRhNA control path.
4, The ASM proxies the INVITE to the IPTV ContrdEF
5. The IPTV Control FE sends an access requebtettPiTV Application to verify if the originator &llowed to

access the residential network.

6 — 7. When a positive response is received, th¥ IBontrol FE sends a SIP INVITE to the IG (via th8M which is
not shown here for simplicity).

8 —-9. The IG accepts the session, and return® ®R0to the IPTV Control FE, which forwards the 208 to the
ASM.

10. The ASM performs final resource reservation

11. The ASM forwards the 200 OK to the remote devic
12. The remote device sends an ACK to the ASM

13. The ASM forwards the ACK to the IPTV Control.FE
14. The IPTV Control FE forwards the ACK to the IG

Following that, the key exchanges can take plaastablish the IPSec for DLNA control. Once thedP& established
the DLNA service discovery procedure, and contetgction and presentation, etc., can occur.

The remaining steps are shown in Figure 8-6.
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Mobile 1IPTV control IPTV DLNA device
| Phone | [ RACS ] [ = ] [ server ] [ Application ] [ TSR ] [ c ]
/ 15. INVITE URL of M eda of DLNA devices

I 16. Initial Resource Reservation I
17. INVITE

18. Verify ACL

19. Result

20. INVITE

Reserve
resource

21. INVITE URL of DLNA devicg (IP#

S . of the device to establish an IPSEC)
ession 22. 200 OK
. -—
establishment for

DLNA media stream
23.200 OK (include address of

24. 200 OK (transcoder (IP2))

=200k
25. Final Resource Reservation
|, 26. 200 OK'
27. ACK L
k —28.ACK 20. ACK
-«— OIPF media transport protocol. (RTSP/RTP or HTTP)

Figure 8-6: Remote Access - IMS session modificatiavith transcoders (proactive mode)

The following is a brief description of the steps:

15.

16.
17.
18.

19.
20.

21.

22.

23.

24,
25.
26.
27.

At this point, the remote device realizes thet@ need for a transcoder. The remote devicessan INVITE to
the ASM.

The ASM performs a resource reservation foXhBA media.
The ASM proxies the INVITE to the IPTV Contiek.

The IPTV Control FE sends an access requékettP TV Application to verify if the originator &llowed to
access the residential network.

A positive response is received.

The IPTV Control FE sends a SIP INVITE to ttemscoder device. The transcoder reserves theregqui
resources.

The transcoder sends a SIP INVITE to the 1@ the ASM (not shown in the figure for simplicitylat includes
the IP address of the selected resource to behysta 1G for streaming.

The IG accepts the session, and returns a RO@ @e transcoder. The transcoder updates thedoaer
resources.

The transcoder forwards the 200 OK, includhmg P address to be used by the mobile devicerfeaming
purpose to the IPTV Control FE

The IPTV Control FE forwards the 200 OK to &@&M.
The ASM performs a final resource modification
The ASM forwards the 200 OK to the remote devic

The remote device sends an ACK to the ASM
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28. The ASM forwards the ACK to the IPTV Control .FE
29. The IPTV Control FE forwards the ACK to thensaoder
30. The transcoder forwards the ACK to the IG.

Following this, the media stream session can conemerhe key exchanges can take place to estahksliPrSec
channel for the DLNA media. Once the IPSec chammnestablished, DLNA media transport procedureaaur.

8.1.2.2 Remote Access with DLNA Content Transformat  ion device in the IMS Gateway

In order to provider content transformation betwBeMNA devices and remote access devices (e.g. mpbibne), the IMS
gateway MAY implement the DLNA Content Transfornoatidevices connected to the residential networkit€u
transformation may include transcoding, transratorgscaling of media.

The DLNA Content Transformations devices belontheDLNA Media Interoperability Unit (MUI) devicdass, which
support media interoperability between all DLNA HeNetwork Devices (HNDs) and all DLNA Mobile Handhdletvices
(MHDs), or DLNA device class, e.g. DMS, whighplements the DLNA virtual device functionality arder to support
content transformation for specific DLNA deviceSof more information, please refer tb5 Content Transformation
Device Virtualization” and “7.6 Media InteroperabjilUnit (MIU)"of [Ref 2].

It should be noted that the DLNA Content Transfdioradevice may be implemented in any devices (A@) in the
residential network.

8.1.3 Remote Access in the Unmanaged Model

The IG is not used in unmanaged network deploymdthtsrefore, functional elements which are requiceednable remote
access, namely the RATA and RADA, have to be latatehe WAN Gateway for that purpose.
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0. Audience Research

The Audience Research is a component of the OlIRRit&cture that enables the collection, under #pdigt consent of
users, of a consistent set of data representinganéor content (Scheduled Content, CoD, etcgeas, navigation and
interactive applications consumption.

9.1 Audience Research Architecture

The Audience Research subsystem is designed to:
e Support multiple network deployment scenarios
» Allow Audience Research system deployed for nonMRpplications to co-exist with IPTV services

The Audience Research subsystem could be deploigbdupport of different mechanisms related todaployment and
the configuration chosen. It is based on the falhgadeployment:

* Network Application based (in the Transport Prooegs&unction)
» Signalling based (in the IPTV Control, Cluster Qolier, etc)

»  Or any combination of the above mentioned options.

Figure 9-1 describes the detailed architectursdigporting the Audience Research functions:

R

UNIS-7 { IPTV Metadata Control >_NP|-2a__g
Metadata Storage
L—NPI-33—
IPTV Control
UNIS-6 < IPTV Applications > NPI-AR-02'
-
< x
X P S
20 [ Audience Research /“Audience Research
L ; NPI-AR-01 Collector [ NPI-AR-03—— Agency )
Q - N // NG 2
o w
wZ
14
NPI-AR-02"
’7NPI-AR-02
/ Cluster Control
——UNIS-13
UNIT-19 Transport Processing Function

IUNIT-Wﬁ

Figure 9-1: Audience Research Architecture

From a purely architectural point of view, the Netlwapproach with the Transport Processing Funcimes does not
introduce new elements into the network architegtbot it may use elements that already exist, asdhe SPDF, A-RACF,
RCEF and BTF. These elements host the featuresitbat the network to trigger events on specifitigans, trigger the
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control to detect the service involved by theseepas, to collect the appropriate data for theiserand acting opportunely.
Some of these features can be obtained by exterdisting functionalities; others need new addgiarside the elements in
order to manage the logic and the interactionsirequHow the Transport Processing Function suggdbese is out of scope
of this specification.

The Audience Research Collector is the FE thatvesdhe data collected by the other FE and presass$or further
internal use or for exposing to the Audience RedeaAgency (e.g. Advertising, Personalization, Cahfeecommendation,
etc). The Audience Research Collector can eithéodsed in a stand alone server, a componentddadatIPTV
Applications, or a component located in IPTV Cohtdepending on different implementation choices.

9.2 Audience Research Data Model

The Data Model used for Audience Research is thetsire of data sets that can be retrieved by ldifopm and used to
perform Audience Research activities.

The data of interest can be classified generatty 3rcategories (so as to be flexible and exteaghbugh for including
additional services):

» Service access data
» Trick play data

*  Service interaction data

Service access datdescribes the entries for the user’s access ttPfh¢ services (scheduled, CoD, PVR etc). It inelsid
‘service type’, ‘user id’, ‘target content id’, ‘aess begin time’, ‘access end time’, ‘access lonatiterminal type’ and other
extensible parameters for each specific servige, the license, the event type.

Trick play data describes the user operations (FF, RW, PLAY, PAUSE) upon the content which can be randomly
accessed, e.g. downloaded or CoD/TsTV/PVR conlteimicludes ‘operation type’, ‘user id’, ‘targetoent id’, ‘operation
begin time’, 'operation end time’ and other exiblesparameters e.g. the play speed, offset

Service interaction datadescribes the user actions that mostly occur duha interactive/hybrid services (rate, vote,
gamble, comment, dial click-to-call, etc.). It indes also ‘action type’, ‘user id’, ‘target contéfit ‘action begin time’ ,
'action end time’ and other extensible parameteagstle rating level, the commenting text, the nalnber for click-to-call
dial.

This is not an exhaustive list and other data typag be defined.

Appendix F provides an example of an audience relBetata model.
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10. Interworking ITF with DLNA devices (Informativ = e)

The following is a high level signal flow which skis how “DLNA functions” in the OITF interwork witbLNA compliant
devices. In all use cases described in this sedtienDLNA Function in the OITF serves IPTV contembther DLNA
devices which implement the appropriate DLNA deitzss or DLNA device capability. However, in gealg“DLNA
functions” in the OITF may support other DLNA dewiclasses or DLNA device capabilities, such as DLDgital Media
Player (DMP), in order to support accessing AV eoh{which may not be IPTV content) which are sdrvg other DLNA
devices. For further information about DLNA systasages, please refer to DLNA Networked Device tgerability
Guidelines (October 2006) [Ref 2].

Note: The reference to the DLNA guideline will be upethto DLNA 2.0 as soon as it is published.

Basically, the signal flows between the ITF andRnevider(s) Networks are the same as defined isysthecification. The
signal flow between ITF and DLNA devices are thmeas defined in the DLNA guidelines. The high Iesignal flow in
Figure 10-1 is intended to show the relation betwtbe IPTV signal flow and the DLNA signal flow dime assumption that
the DLNA function in the OITF converts IPTV protdspsuch as metadata access, media delivery ancbt@! delivery
protocols, on the fly to DLNA protocols. In the eashere the ITF has a local storage, the IPTV cttritethe storage may
be served to DLNA devices; however, the followinghhlevel signal flows do not apply to these cases.

The IPTV content item served by the DLNA functiaande protected by DTCP-IP, with content usageiipeéwia the
content and service protection scheme of the IPaViee.

Note that each call flow between the ITF and trevier(s) Networks can include an optional autteatitbn step to avoid
unauthorized access to IPTV services.
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Figure 10-1: Relation between the IPTV and the DLNAsignal flows
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The DLNA guideline defines system usages, i.e.cases, showing how DLNA device classes and DLNAfions interact
with each other. Table 5 indicates what DLNA ussesacould be supported and how DLNA device clag3LdiA
functional capability should be implemented in BIeNA function of the OITF to realize each use cddete that mobile
networked devices, such as M-DMS, M-DMC, are r&telil in this table, but a mobile networked devimeasponding to a
home network device also apply to these systemeassagwell.

DLNA system DLNA function in OITF DLNA Device(s) which interwork with the
usages (use cases) DLNA function in the OITF.
2 BOX PULL Digital Media Server (DMS) Digital Media Player (DM
DOWNLOAD Digital Media Server (DMS) Download Controller (+BN
3 BOX Digital Media Server (DMS) Digital Media ControllédMC)
Digital Media Render (DMR)
Digital Media Server (DMS) Digital Media Renderer (DMR)

Digital Media Controller (DMC)

2 BOX PUSH Push Controller (+PU+) Digital Media Renderer (DMR

UPLOAD Upload Controller (+UP+) Digital Media Server (DMBith upload
capability

Remote Ul RUI Source capability (+RUISRC+) RUI Pull ControligsRUIPL+)

Table 5: Relevant DLNA system usages

10.1 2 BOX PULL

Figure 10-2 shows the signal flow for the 2 BOX RlLHystem usage where an OITF serves IPTV conteaDOMP. In this
system usage, a user operates the DLNA Device winplements the DLNA Digital Media Player (DMP)

The signal flow applies to the case when OITF auatically has access to the IPTV content.
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DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMP) implements DMS) Control, CDN, etc)

* Assume IPTV service discovery

] . * Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to

avoid unauthorized access to the
* A user selects IPTV service.

the DMS

* A user browses 1. CDS: Browse request
the content list
(step 1-4 could
be iterated)

v

N

. Metadata Request

v

. Metadata Response

Aw

4. CDS: Browse response |
-

* A user selects
a content item to 5. HTTP: GET request
be rendered

v

6. Media Control: Start Streaming

7. HTTP: GET response
I Media Stream

* A user stops 8. TCP close >
rendering = T-TT-----------------
9. Media Control: Stop Streaming

v

Figure 10-2: Signal flows for a 2 BOX PULL system sage

10.2 DOWNLOAD

The signal flow for DLNA download system usagehie same as for the 2 BOX PULL, except that the DLdé&ice
implements the Download Controller (+DN+) instedidhe DMP, and the media delivery on the netwodeswill be based
on a file transfer protocol instead of a mediaastring protocol. In this system usage, a user opetae DLNA device
which implements the DLNA Download Controller (+DN+

The signal flow shown in Figure 10-3 applies to thse when the OITF automatically has access tt’the content.
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DLNA ITF IPTV Service
Device (DLNA function in OITF (incuding Metadata
(+DN+) implements DMS) Control, CDN, etc)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

* A user selects
the DMS

* A user browses 1. CDS: Browse request
the content list

v

(step 1-4 could 2. Metadata Request =
be iterated)
3. Metadata Response
4. CDS: Browse response | 7
* A user selects
a content item to 5. HTTP: GET request
be downloaded >
6. Initiate Media Transfer L
7. HTTP: GET response i
I~ Media Stream
8. TCP close
_____________________ _>
9. Complete Media Transfer L

Figure 10-3: Signal flow for DLNA download system

10.3 3 BOX

Figure 10-4 shows the signal flow for the 3 BOXteys usage where the ITF acts as a DMS. The two DiiMces (DMR
and DMC) interwork with the DMS implemented in tBéTF FE of the ITF. In this system usage, a useraies the DLNA
device which implements the DLNA Digital Media Coziter (DMC).

The signal flow applies to the case where the Qdlifomatically has access to the IPTV content.
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DLNA DLNA ITF IPTV Service
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* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

* A user selects the DMS

1. CDS: Browse request

» 2 Metadata Request

v

3. Metadata Response

<

4. CDS: Browse response

o
* A user browse content list
(step 1-4 could be iterated)

5. AVT: SetAVTURL * A user browses a content
- 6. AVT: SetAVTURL item to be rendered and DMR

\ 4

7. AVT: Play
8. AVT: Play

v

9. HTTP: GET Request

" 10. Media Control: Start Streaming _
‘11. HTTP: GET Response ”

Media Stream

—

_12. AVT: Stop * A user stops rendering

13. AVT: Stop

14. HTTP: GET Request
15. Media Control: Stop Streaming

\ 2

Figure 10-4: Signal flow for the 3 BOX system usagehere the ITF acts as a DMS

Figure 10-5 shows the signal flow for the 3 BOXteys usage where the ITF acts as both a DMC and 8.Divithis system
usage, a user operates the OITF which implemeatBLNA Digital Media Controller (DMC).
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DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMR) implements both DMC and DMS) Control, CDN, etc)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

1. Metadata Request

>
2. Metadata Response
<
* A user selects a content item
5. AVT: SetAVTURL to be rendered and also DMR
6. AVT: SetAVURL .|
7. AVT: Play
8. AVT: Play R
9. HTTP: GET Request _ ‘
¥ _10. Media Control: Start Streaming o
_11. HTTP: GET Response g
[ Media Stream
* A user stops the rendering
' 12. AVT: Stop
13. AVT: Stop R
14. TCP close
--------------------- » 15. Media Control: Stop Streaming |
»

Figure 10-5: Signal flow for the 3 BOX system usag@&here the ITF acts as both a DMC and a DMS
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104 2 BOXPUSH

The signal flow for the 2 BOX PUSH system usageashthe case where the ITF acts as a DLNA Push Gltett(+PU+)
and is the same as the 3 BOX PUSH system usagewh®iTF acts as both a DMC and a DMS. In thisesgausage, a
user operates the OITF which implements the DLNAHpeontroller (+PU+), as shown in Figure 10-6.

DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMR) implements +PU+) Control, CDN, etc)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

1. Metadata Request

v

2. Metadata Response

<

* A user selects a content item
5. AVT: SetAVTURL to be rendered and also DMR

6. AVT: SetAVURL

v

7. AVT: Play

8. AVT: Play

v

9. HTTP: GET Request

» 10. Media Control: Start Streaming N

_11. HTTP: GET Response

Media Stream

* A user stops rendering
12. AVT: Stop

13. AVT: Stop

14. TCP close
> 15. Media Control: Stop Streaming

v

Figure 10-6: Signal flow for the 2 BOX PUSH systernsage where the ITF acts as a DNLA Push Controller
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10.5 UPLOAD

Figure 10-7 shows the signal flow for the uploastes usage where the ITF acts as a DLNA UploadrGlibat (+UP+). In
this system usage, a user operates the OITF wimiplements DLNA Upload Controller (+UP+).

DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMS with implements Upload controller) Control, CDN, etc)
upload capability)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

1. Metadata Request

v

3. Metadata Response

* A user selects a content item
7. CDS: CreateObject to be uploaded to a DMS
<

8. CDS: CreateObject

\ 4

9. HTTP: POST Request

11. HTTP: Interim.

" 12. Initiate Media Transfer

Media File

—

13. Complete Media Transfer

»
14. HTTP: POST Response v

>
»

Figure 10-7: Signal flow for a system usage wherée ITF acts as a DNLA Upload Controller

10.6 Remote Control Function using DLNA RUI

The DLNA Functions in the OITF supports DLNA RUIBoe capability (+RUISRC+) to expose and sourcedsitents to
the DLNA RUI Pull Controller (+RUIPL+) with the relof finding and loading remote Ul content expolsg@d +RUISRC+
capability and rendering and interacting with tHecbntent,

Figure 10-8 shows the signal flow for RUI systerageswhere ITF acts as RUI Source capability (+RWS$R In this
system usage, a user operates the DLNA device vitmglements the RUI Pull Controller (+RUIPL+), atiet RUI Pull
Controller (+RUIPL+) acts as an ITF Remote Conkohction (IRCF) for controlling the ITF device atie IPTV service
by using Control Ul (Remote Ul) sent from IPTV Apmaltions via OITF or pre-stored in OITF.

The signal flow applies to the case when a usetssancontrol the ITF device or the IPTV serviceghwbDefault or Common
Control Ul or by using the specialized or optimiZéaintrol Uls for the ITF device and the IPTV segvic
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DLNA Device ol
+RUIPL+
( ) DLNA Functions DAE IPTV
IRCF implements +RUISRC+ Applications
Default Control Ul is located
in RUI Server
1. Activate

IRCF Function

Assume DLNA Device
discovery

2. Default CUI Request

3. Default CUI Response

4. Rendering Control Ul

5. Select the IPTV service

6. HTTP Message
(request the service)

7. Send the requested
message

8. Request DAE App_
related to the service
and Control Uls
9. Response DAE App
“related to the service

10. Send Control Uls and Control Uls

11. Send Control Ul

A

12. Rendering Control Ul

13. Invoke
Control Action
14. HTTP Message

(Send control action)

15. Handle the Control Action

16. 200 OK

A

Figure 10-8: Call flow for the remote control funcfon using the DLNA RUI
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The following is a brief description of the stepghe flow:

1. The user actives an ITF Remote Control FundiiR€F) by using the DLNA Device (+RUIPL+).

n

If the DLNA Device (+RUIPL+) discovers a DLNA Rations (+RUISRC+) in the OITF, then the DLNA
Device (+RUIPL+) can request the Default Control Ul

A DLNA Functions (+RUISRC+) in the OITF sendg thefault Control Ul to the DLNA Device (+RUIPL+).
The DLNA Device (+RUIPL+) renders the Defaultr@wl UI.

The user selects the IPTV service through thiawieControl Ul.

The HTTP message containing the selected IPTVcgeis sent to the DLNA Functions.

A DLNA Functions (+RUISRC+) gives the requesteessage to the DAE.

© N o 0o » ®

The DAE requests the DAE Application relatedh® service and the Control Uls which are dedictidtie
service.

9. The IPTV Applications send the DAE Applicaticlated to the service and the Control Uls whichdemicated
to the service.

10. The DAE sends the Control Uls to a DLNA Fune$io

11. A DLNA Functions (+RUISRC+) sends the Controltt/the DLNA Device (+RUIPL+).

12. The DLNA Device (+RUIPL+) renders the Contrdl U

13. A user invokes the control action by using@uoatrol Ul.

14. The DLNA Device (+RUIPL+) sends the HTTP messegntaining the control action to the DLNA Funogo

15. The OITF handles the control action and thelted the control action is reflected in the OlaRd the IPTV
service.

16. A DLNA Functions (+RUISRC+) returns the HTTRPO20K to the DLNA Device (+RUIPL+).
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Appendix A.  Compliance of Architecture to the Requirements

The following notation is used to describe the degyf compliance of the architecture with the rezmients.

Compliant: All the requirements in the referenced sectiansatisfied by the architecture, or do not reqadditions to the
architecture for their support.

Not compliant: The requirements in the referenced section havéeen addressed by the architecture.

Partially compliant: The architecture provides a solution which seiséome of the requirements. The requirementstwhic
have not been addressed, or have no obvious arhieimplications, are identified under “SpeciRequirements” and the
discussed under “Comments and Clarifications”.

Not applicable The requirements have no implications for théniecture (e.g., business level agreements).

Ref Requirements | Compliance | Specific Requirements Comments and
Section clarification
5 Service
Requirements
5.1 General Compliant
5.2 Provider Compliant
Relationships
5.3 Service
Categories
5.3.1 Scheduled Partially [2-1171] [R2] Time delay in switching from | The Release 2 architecture
Content Service compliant one scheduled content channel to another | should achieve the 2 sec
should be no greater than 2 sec. channel change times
assuming video GOP
[2-1172] [R2] The IPTV Solution shall lengths are maintained at

~15; however the
architecture does not
include any architectural
components designed to
bring channel change times
down to <500ms).

provide a fast channel changing mechanisni
switch from one scheduled content channel
another in less than 500 msec.

Note that there are industry
initiatives (DVB, IETF) on
FCC mechanism via
additional components, but
a standardized solution may
not be available for reuse ir
time for inclusion in the
Release 2 solution. Any
additional components are
expected to be included in
the Transport Processing
Function, and thus not
visible in this application
level architecture
specification.

5.3.2 Content on
Demand (CoD)

5.3.2.1 | Common Compliant
Requirements

5.3.2.2 | Streamed CoD Compliant
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Requirements

5.3.2.3 | Push CoD Compliant
5.3.2.4 | Deferred Compliant
Download CoD
5.3.3 PVR
5.3.3.1 | Local PVR Compliant
5.3.3.2 | nPVR Compliant
5.3.4 Time Shift Compliant
5.3.5 Service and Partially [2-1451] [R2] The IPTV Solution shall The use of the IRCF
Content Compliant | support a mechanism to receive informatior| function in a mobile device
Navigation from a mobile or a portable device describif may allow this requirement
an item of IPTV content and enable the use| to be implemented.
then access this IPTV content item on an IT| However, the specifics of
the network signalling have
not been investigated.
5.3.5.1 | Service Compliant
Navigation
5.3.5.2 | Content Guide | Partially [1-1540] [R1] The IPTV Solution shall | Additional inter-FE
(CG) compliant support filtering of Content Guide informatiq interfaces may be required.
for network | to show different amounts of detail accordin
implementat | to whether the content item is part of the
ion. subscription or not.
[1-1550] [R1] The IPTV Solution shall
Compliant support filtering of Content Guide informatio
for according to the rating of the item and the
implementat | Personal profile (including parental controls
ion in an placed if any) of the user.
OITF.
5.3.6 User Compliant
Notification
Service
5.3.7 Advertising Not All the requirements. Work is ongoing to
compliant determine how these
requirements can be
supported by the
architecture.
5.3.8 Communication
Services
5.3.8.1 | CallerID Compliant
5.3.8.2 | Presence Compliant
5.3.8.3 | Messaging Compliant
5.3.8.4 | Chatting Compliant
5.3.8.5| Voice and Compliant
Video
Telephony
5.3.8.6 | Content Sharing Not [2-1798] [R2] When allowed by the relevant| No procedures have been
Compliant DRM policies, users shall be able to select | evaluated to determine how

items of content available at their ITFs and
send them directly to another user’s ITF.
[2-1799] [R2] The IPTV Solution shall
support that the receiving user can select th

these could work. No
determination has been
made if any additional
architectural components
are needed.
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appropriate ITF for consumption of the
content.

5.3.9 Bookmarks Compliant
5.3.10 | Personalized
services
5.3.10. | Personalized Compliant
1 Channel
5.3.10. | Purchase of Compliant
2 Digital Media
5.3.12 | User Reviews | Not [2-1851] [R2] The IPTV Solution shall No procedures have been
Compliant provide a mechanism for presenting messa( evaluated to determine how
or comments expressed by other users duri| these could work. No
a previous instance, synchronized in line wi} determination has been
the content. made if any additional
architectural components
are needed.
54 Remote Control| Partially [2-1862] [R2] The IPTV Solution shall No procedures have been
Functions compliant support the ability to enable and disable a | evaluated to determine how
user’s IRCF remote control access per ITF.| these could work with the
[2-1863] [R2] The IPTV Solution shall offer { DLNA-based IRCF function
mechanism through which an IRCF associa defined in the architecture.
with an IPTV User can be correlated to a
specific ITF.
5.5 Application
Deployment
and Execution
551 General Compliant
Requirements
5.5.2 Common Compliant
Requirements
5.5.3 Requirements | Compliant
Specific to
Browser
Applications
5.5.4 Requirements | Compliant
Specific to
Executable
Applications
5.5.5 Other Compliant
Requirements
5.6 Security
5.6.1 Access control
5.6.1.1 | Application Compliant
Security
5.6.2 Authentication
5.6.2.1 | User Partially [1-2210] [R2] When an IPTV Service No procedures have been
Authentication | compliant Provider does not belong to the same busin evaluated to determine how

entity as the Service Platform Provider but
a service level agreement with the Service
Platform Provider, the IPTV Solution shall
support the ability to be able to reuse the
Service Platform-level authentication for

granting IPTV service access.

these could work. No
determination has been
made if any additional
architectural components
are needed.

Copyright 2009 © Members of the Open IPTV Forum

e.V.



Page 208 (234)

[2-2231] [R2] The IPTV Solution shall
support a single sign-on mechanism that
protects the privacy of the user across
different IPTV services.

[2-2232] [R2] The IPTV Solution shall
support a single sign-on mechanism that all
an IPTV service to request particular sets o
information about the user.

[2-2233] [R2] The IPTV Solution shall
support a single sign-on mechanism that
allows one authentication session to enable
access to multiple IPTV services at the sam
time.

=

5.6.2.2 | Application Compliant
Authentication
5.6.3 Data Compliant
Confidentiality
5.6.4 Service and Compliant
Content
Protection /
DRM
5.6.5 Forced playout| Compliant
5.6.6 Communicatior] Compliant
Security
5.7 Remote Compliant
Management
5.8 Registration Compliant These requirements are for
the process of signing up fa
a subscription. Covered by
O&M to service profile
interfaces. O&M is not
included in the architecture
5.9 Charging Partially [1-2770] [R1] When the appropriate No explicit interfaces or
compliant relationships and agreements are in place | mechanisms from the
between the access network provider, IPTV| charging FE to billing and
Service Provider and SPP, the IPTV Solutig other external systems are
shall support a mechanism for the SPP can| defined. IMS Service level
aggregate charging data with respect to usg charging is covered by
of the access network and/or IP connectivity existing IMS charging
services with charging data generated with | capabilities.
respect to usage of Platform Provider serviq
and the IPTV services of IPTV Service
Providers.
[2-2821] [R2] The IPTV Solution shall allow
for purchased Digital Media to be charged
alongside the regular billing activities for
IPTV services.
[2-2822] [R2] The IPTV Solution shall
support aggregation of charging information
of all services of a user independently of thg
end device and the access network over wh
the service is used.
5.10 Accessibility Compliant
5.11 Audience Compliant
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Measurement
5.12 Profiles
5.12.1 | User Profiles Compliant
5.12.2 | Network Compliant
Resources
5.13 Content Compliant
“Parental”
Control
5.14 Service Compliant
Portability
5.15 Session Compliant
Continuity
5.16 Home Network| Compliant
5.16.1 | Remote Access Compliant
5.17 Protocols and
Data Formats
5.17.1 | Content Compliant
Formats
5.17.2 | Transmission | Compliant
Protocols
5.17.3 | Control Partially [2-3171] [R2] The IPTV Solution shall No additional architectural
Protocols Compliant | provide a standardized mechanism to recoy components defined. The
content streams from transmission errors by inclusion of RET servers is
providing error recovery data in addition to | assumed as a part of the
the content stream, both for Scheduled Transport Processing
Content Services as well as CoD services. | Function.
[2-3172] [R2] The IPTV Solution shall
provide a standardized mechanism to recoy
content streams from transmission errors by
retransmission of the missing data, both for
Scheduled Content Services as well as Col
services.
[2-3173] [R2] The mechanism for recovery
from transmission errors shall not affect
rendering of the content stream by ITFs tha
do not support such mechanisms.
5.17.4 | Content Compliant
Download
Protocols
5.17.5 | Metadata Compliant
5.17.6 | Digital Media | Compliant
Transfer
5.17.7 | Quality of Compliant
Service
5.18 Data Export Not [1-3270] [R1] The IPTV Service Provider No interface defined
Compliant | shall be able to export filtered content
metadata to aBparty Content Guide
provider.
[1-3280] [R1] The IPTV Solution shall
support standard mechanisms to export
filtered subscription data excluding any
explicit reference to the actual user identity.
5.19 Managed
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Network
Specific Service
Requirements

5.19.1

Network
Resources

Compliant

5.20

Open Internet
Specific Service)
Requirements

Compliant

5.21

Hybrid Device
Requirements

Compliant

Platform
Requirements

6.1

Content
Delivery
Networks

Not
compliant

All the requirements.

No procedures have been
evaluated to determine how
these could work. No
determination has been
made if any additional
architectural components
are needed.
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Appendix B.  Proxy Description and GBA Single Sign-on (Informative)

This section introduces single-sign on architectiegfined for IMS, and known as the Generic Boops#echitecture (GBA)
[Ref 25], and the role the authentication proxy.

B.1 GBA Single Sign-on Architecture Description

Figure B-1 depicts the proposed GBA Single Sigraarhitecture. This architecture capitalizes ongkisting authentication
schemes that are deployed to register an ITF tod¢heork, and the shared secret between the ITFeartdin network
entities.

—
)  Secure Channel () Application
| Server

ITE |l Authentication | single

IAuthentication
Credentials

Figure B-1: GBA Single Sign-on Architecture

An ITF that desires to establish a secure chanitelam Application Server (AS) before accessingsberice must be able
to acquire a key to share with the AS for secuiimgommunication with that AS.

For that purpose, the ITF authenticates itselftusted node in the network dedicated for thappse. This is the role of the
GBA Single Sign-on function. Once successfully aaticated with the GBA Single Sign-on function, th€ generates
locally a master key that it uses to generate #yeté be shared with the AS. The Single Sign-orpEEorms the same
procedure and generates the same master key. dbedorre used to generate the key shall be knowrettr'F and the

GBA Single Sign-on function, and is based on exgsStandard mechanisms.

As previously stated, the master key generatelddanTF and the Single Sign-on node is used to geéa¢he key to be shared
with the AS. In order to allow the ITF to share @ggte keys with the different ASs with whom it watd communicate, the
AS URI can be used in the generation of the shisegdn combination with the master key.

Later on, when the ITF attempts to activate theisey mutual authentication is required with the. &8rver certificates can
be used by the ITF to authenticate the AS. Follgwirat, a secure channel can be established. @aceture channel is set
up, the user can be authenticated by the AS ubimghared key. The ITF uses the shared secrgptassword, and the AS
can fetch the same key from the GBA Single Sigriumction. Once mutual authentication is succesgfidihcluded by the
AS, it can verify if the user is authorized for thervice. Obviously that step is skipped if the maliauthentication cannot be
established. Service authorization is based osehéce access information in the Subscriptiorilgro

Figure B-2 depicts a call flow illustrating the alegprocedure:

1. The ITF authenticates itself with the GBA Singign-on function using the same credentials useda IMS
registration process

2. The ITF generates a master key locally and tnsgkey to generate separate keys for all ASs witbm it
desires to communicate.

3. The GBA Single Sign-on function performs the egrcess.

4, The ITF establishes a secure channel with thegh® the AS’s public server certificate for tparpose.
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5. The AS fetches the shared key for that user tt@GBA Single Sign-on function.

6. The ITF then uses the shared key with the ABamssword to authenticate itself. The AS compére
received password with the one fetched from the &8#gle Sign-on function.

7. Mutual authentication is now completed and digrgaexchange can start.

S IPTV .
ITE Authentlcgtlon User Slngle AS
Credentials : Sign-On
Profile

1. Authenticate with node using same credentials used for Registration

/\

2a. Generate Master Key 3a. Generate Master Key
2b. Generate AS key from 3b. Generate AS key from
master key master key

. Establish Secure channel with server using public certificates for server authenticatio>

5. Fetch User Key shared with AS

<

6. ITF authenticates itself using the shared key with the AS as a password

7. Mutual authentication completed and signaling exchange can start

AVANVA

Figure B-2: GBA Single Sign-on call flow

B.2 Authentication Proxy and Service Access in a multi-AS
Environment

The procedure presented in Figure B-2 shows tleaf®h must implement some specific procedures tabbeto capitalize
on the Single Sign-on procedure described abovis.imot desirable since it implies that everygst implement that
scheme. In order to alleviate the need for the ABatve to cope with that, a new node, the Authatitin Proxy node, is
introduced in the network. Figure B-3 depicts santarchitecture.

Within that architecture, the Authentication Prq&P) plays the same role depicted by the AS inpileeious section. The
advantage of such an approach are numerous: apliczrvers don't need to do anything speciahat tegard, the ITF
establishes a single secure channel with the ARcandise that to communicate with any AS lateraljinany application
server requiring such a scheme can be introductteinetwork without any changes to existing aetdtitre thus
simplifying network deployment. Note that the ARr@nsparent to the ITF since the AP obtains thed&ess through
DNS lookup.
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AS1
Secure Channel

) AP

) W A AS2
[
ITF

Authentication Singl

Si;;goen ASn

|Authentication
Credentials

Figure B-3: Authentication Proxy and GBA Single Sig-on Architecture
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Appendix C.  Content Delivery Network Architecture description (informative)

C.1 General Description: CDN Architecture Overview

The CDN (Content Delivery Network) is a fundameritaictionality in an IPTV CoD solution, since il@aks the
optimization of the network use through a distribntof the media servers in the physical network] the optimization of
the storage resources through a popularity-bassdhdition of the A/V content on the media servéitss usually results in
having popular A/V content massively distributedmedia servers at the edge of the network (as esg®ssible to the
customer) while less popular content are distrithate an reduced number of media servers.

The following definitions and assumptions are us@éh regard to the CDN architecture:
= The term Video File corresponds to the Media ofavim stored on a CDF in a defined format.

= The term Content is a generic naming used in thegmt document to designate a video movie. It does
represent the physical media itself (which is theéed File). Content may be available in differemnd&b File
formats.

= The term Cluster corresponds to a logical assaociaif one or more CDFs which share some resousces @s
location, storage capacity).

= The term Cluster Controller (CC) corresponds toftimetion in charge of the management of the resesuof
the Cluster.

= ACDNis aset of CDFs/CCs/CDNC.
= One CDF belongs to only one Cluster at a time (Ister : n CDF)

= One CC is responsible for the control of the CD$soaiated with the Cluster (1 CC : n CDF) (Thisstote
presume that CC function can not be redundant podme service resilience)

= Both Cluster and ITF could have a location attwhich will allow calculating the 'Network distaic
between the ITF and the Cluster. Other strategialalso be envisaged depending on the choiceitiigo

= Video Files available to customers are not necégshstributed uniformly among the CDFs.
= AVideo File may be present in some Clusters waldsent in others.

= AVideo File may be present in some CDFs withirieey Cluster and absent in some other CDFs withgn t
same Cluster.

= The ingestion and distribution of the Video Filesang the CDFs is not in the scope of the contrdsuti
However in some cases the distribution strategydymamic behaviour of content popularity can haveagor
impact on the choice of service and delivery setup.

= (CCs are managed by a CDNC (NB: This does not pregsbennumber of instances of CDNC function across
the CDN).

* The hierarchical relationship between CDNCs/ CGs@BF is shown in Figure C-1.
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P —— —————— IPTV
| CDNC: Content Delivery network Controller : Control

CC: Content Controller
CDF: Content Delivery Function |

Cluster #3

Optional CDNC relationship

Cluster #3

Figure C-1: Relationship between IPTVC/CDNC/CC/CDF
Two types of sessions are put in place to enalbiieecd delivery to the user:

= The Service Setup Session, which is used to set@udiovisual service. It concerns the ITF, the
Authentication and session management, the IPT\r@lothe CDNC, the CC and the CDF. This sessiadde
to the creation of a Content Delivery Session.

= The Content Delivery Session, which delivers thelimérom the CDF to the ITF. This session involtkes
ITF, the CC and the CDF. A Content Delivery Sesssoassociated to a single Service Setup SesEis.
session is composed of :

0 A Content Delivery Session Control Plane: thiswa#idhe establishment of the Content Delivery
Session and the control its progress.

0 A Content Delivery Session Transfer Plane: thigvedl the delivery of the media to the ITF.

» Several Content Delivery Sessions can be creabed thhe same Service Setup Session (for instanceler to
take into account modifications in the course efsbssion). We consider here that these ConteiveDgSessions
happen sequentially in time. Each Content Deli&egsion contributes to the delivery of the medidnéol TF.
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Whenever the ITF or the CDF have to be re-sele@ead for service continuity), this causes to dithta new Content
Delivery Session, If resource reservation is negtdedervice session needs to be updated. Pldas¢arsection 6.4.2 for
more information.

The IPTV Control, Authentication and session managg and the CDNC can choose to stay informed thighContent
Delivery Session progress and major events. Theyxhange/teardown both sessions' parameters ainaeyaccording to a
defined policy.

C.2 Role of the CDN in the CoD service

The CDN operations, regarding the service setusigesire organized in three sequential steps:
= CDNC selection
= CC selection

=  CDF selection

C.2.1 CDNC selection

Two strategies can be applied while choosing th&lC@lepending on the popularity of the content.

= |f the content has a rather stable popularitycti@ce of the CDNC can be performed directly bylfh€VC, and
be considered as part of the Video file selectiep.sA stable popularity means the redistributibthe video files
across the CDN is performed on a daily basis. iBhilse case of long, mainstream contents (e.g. @sdvin order
for the IPTVC to choose the CDNC it has to haveitiiermation that the video file is within the CDNGstratum of
the CDN. This corresponds to the call flows showsection 6.4.1.

= If the content has a very dynamic popularity, theice of the CDNC is left to a selection proces$gmed across
the CDN. A dynamic popularity means that the cotstamne redistributed across the CDN on an houryshi@as an
example). This is the case of short specializederus, like music videos and user generated caitel@nce, the
IPTVC does not need to keep up with all the filegliions, and does not choose the CDNC, It forwtrds
aforementioned parameters to a default CDNC (fan®le) to trigger the decentralized selection pgedgas shown
in Figure C-3). the right CDN controller's choiaeutd be based on:

o Video Content Selection Parameters
0 CDNC's organisation (Figure C-2 shows a few exampfesuch an organization)

o Search and discovery algorithms (e.g., peer-to-plgrithms, theme based, length based, etc.)

NOTE - it is required to have a mechanism to avoid @ leetween CDNC, in order to implement this option |

In both cases the choice of the target CDNC dependsset of parameters generated by the IPTV @bmtsuch as:
= Applicable video files
= Access Network information

= |TF capabilities
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Hierarchy

Figure C-2: CDNC organization examples

The exchange between the CDN controllers is done
via the «Authentication and Session Management»

A

4 N\
CDN
Clsr?;\rgl Gl 4 Corft:r?):\ller 2
(default)
>4. Request Validation
>5. Video File Selection
6. Delivery Session Setup Request
v 6.1 Delivery Session Analysis (CDNC Selection)
> Repeat message 6.1 and
» 6.2 until target CDN
S . controller found. The
Redirection algorithm search algorithms must
out of scope 6.2. Delivery Session Setup Request implement mechanisms
» to avoid looping

Figure C-3: The decentralized CDN controller choiceoption
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C.2.2 CC selection

The chosen CDNC shall choose, depending on theneteas generated by the IPTV Control, the best@tue coordinate
the content delivery session. The most importardmater in that choice could be the location andehof the ITF.

C.2.3 CDF selection

The chosen CC would then select the most apprep@antent Delivery Function, within the clusten, $ending the content
to the user. The most important parameter in thaice would be the availability of the applicakled, and the load on the
CDF's, visible only to the CC.

Once all the involved functions in the CDN are itféed, the IPTV Control is informed of the succeswl forwards a
success message to the ITF, with the green lightdoeed to the next step.
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Appendix D.  IMS User Identities (informative)

This section provides a brief overview of IMS Usantities and how they can be used within the rgaddPTV solution.
For more information refer to TS 23.228 [Ref 15].

The examples and description within this sectienkarsed on IMS AKA authentication mechanisms desdrin
section 6.3.2.1. This authentication mechanismiregwne or more UICCs in the residential network.

The examples are not exhaustive.

D.1 Introduction

There are various identities that may be associaibda user of IP multimedia services describethinfollowing
subsection.

D.1.1 IMS Private User Identities - IMPI

Every user who wishes to participate in IMS-basstimunications services must be associated wittoongore IMS
Private User Identities (IMPI). An IMPI is assignegthe home netwofloperator at the time of subscription to IMS based
services and used subsequently for Registratiothokization, Administration, and Accounting purpsse

The Private User Identity is stored in the homewvoek operator's HSS as well as in a UICC (smartiarovided by the
residential network operator to the subscriber,iambt accessible to the end user. In additicstaang the IMPI, the UICC
also contains the security credentials (long tezoret key) shared with the residential network afmerand necessary for
authentication.

The Private User Identity identifies the subscadptinot the user. It is not used for routing of 8l€ssages. The Private User
Identity is used to access, during Registratioa,uber's IMS-related subscription information (éhg.security credentials
needed for authentication) stored within the HSS.

The IMPI is authenticated using the security créidésnstored in the UICC at the time of the registm (as well as during
re-registration and de-registration).

The registrar in the residential network, the S-ES@btains and stores the authenticated Private Idsatity upon
successful registration and deletes it when thesute-registered. The authenticated IMPI can bd byaghe S-CSCF to
obtain from the HSS a list of the subscribed-to I88vices, so that subsequent attempts to comntariequiring these
services can be authorized.

D.1.2 IMS Public User Identities - IMPU

An IMS subscription may support multiple end usé&ach end user must be associated with one or i@dublic User
Identities (IMPU) for the purpose of IMS-based coamications with services or other users. Duringstegtion, at least one
IMPU is bound to the contact address (SIP URI doirtg the IP address) of the registering UE. Thistact address serves
as the point of contact for an end user associatidthat IMPU for originating and terminating IMsgssions.

The IMPU takes the form of a SIP URI or a “Tel URThe residential network operator is responsibtetie assignment of
Public User Identities. The assignment of a huntemdlly username for a SIP URI depends on the piawing options
offered by the operator.

The assignment of IMPUs associated with an IMRhtdtiple end users is a matter for the owner ofghlescription, and
outside the scope of standardization.

Public User Identities are not authenticated byntbigvork during IMS registration. Therefore, a conmicating end user is
not authenticated by the IMS network. This is notssue for typical mobile person-to-person comrmations services,

2 In telecommunications, the term “home network’ersfto the network operator with whom a user hasbacription for
services.
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where there is usually a 1-to-1 relationship betwis® communicating end user and the holder o$tiscription, and one
can assume that an authenticated subscriptionémpli authenticated end user, but such a relaippoahnot be assumed in
the general case (multiple end-users associatédangingle subscription).

Public User Identities may be used to identifydaker's IMS profile within the HSS for example dgrimobile terminated
session set-up.

D.2 Relationship of IMS Private and Public User Identities

The relationship of Public User Identities to PtévBJser Identities, and the resulting relationshih an IMS subscription is
shown in Figure D-1.

Public User
Identity-1
Private User
Identity-1 —\—
IMS J_ Public User
Subscription /,— Identity-2
L Private User
Identity-2 -
Public User
Identity-3

Figure D-1: Relationship of the Private User Idently and Public User Identities

A Public User Identity may be shared by multiples&e User Identities within the same IMS subsaoipt

Hence, a particular Public User Identity may bewieneously registered from multiple UEs that ugiedent Private User
Identities and bound to different contact addresses

D.3 Relationship of IMS Service Profiles to IMPIs/IMPUs

An IMS Service Profile is a collection of servicedauser related data as defined in 3GPP TS 29ReBJ6]. It is possible
to identify the Public User Identities of a useronk linked to the same service profile and hastteet same service
configuration for each and every service (i.e.dslliPublic User Identities).

The IMS service profile is defined and maintainedhie HSS and its scope is limited to IMS Core NekwSubsystem. A
Public User Identity is registered at a single SZESAIl Public User Identities of an IMS subscrigtiare registered at the
same S-CSCF. The service profile is downloaded fterHSS to the S-CSCF. Only one service profitelimassociated
with a Public User Identity at the S-CSCF at a gitime. Multiple service profiles may be definedlwe HSS for a
subscription. Each Public User Identity is assedatith one and only one service profile. Eachiserprofile is associated
with one or more Public User Identities.

The relationship for a shared Public User Ideniity Private User Identities, and the resultingtieinship with service
profiles and IMS subscription, is depicted in Fig-2.
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Public User Service
Identity-1 Profile-1

Private User

Identity-1 —\—
Public User

IMS
Subscription

Service
Profile-2

Identity-2 —I_
_L Private User

Identity-2
Y Public User J
Identity-3

Figure D-2: Relationship of the Private User Identiy and Public User Identities to Service Profiles

All Service Profiles of a user shall be storedhia same HSS, even if the user has one or morecsRat#ic User Identities.

D.4 Identity Model Options in IMS-IPTV

To use IMS capabilities and allow personalizatibthe IPTV services and blending of IPTV and IM®viees, subscribers
must be assigned IMS public identities as per 3@#Riples and TS 23.228. [Ref 15]

Each IMS Public Identity associated with an IMS-VPJubscription represents a user within the housefdis identity is
used when the user “logs on” to the ITF for perdiard IPTV services using the specific IMPU assijtethem (i.e.,
registers with the IMS network). A user can haveertban one IMS Public Identity if they so choddew the user is
assigned one or more IMPU(s) is out of scope afdaedization, but normally this is done by the onwofethe subscription
(e.g., head of household) in some manner.

Where multiple public identities are associatedhwait IMPI, one of these identities serves as auttgfablic identity and is
not associated with a member of the household.

At power-up the default public identity associatéith the IMPI is registered on successful authextion of the IMPI. Once
the default identity successfully registers in IMI& service profile associated with the defawdntity is available to all
users within that IPTV subscription so long as tHeynot login with their own public identity. Inighcase their personal
profile takes over after they have successfullystegs their public identity in IMS.

The ISIM, or IMS Subscription Identity Module, caitts the collection of parameters that are usedder identification
(IMPUSs), user authentication (long-term secret &egred between ISIM and home IMS network) and treami
configuration.

One ISIM application will host one IMPI and at lease IMPU.
There can be several ISIMs on one UICC, and theyatso co-exist with other SIMs and USIMs
Multiple options are available for
= the number of IMPIs to be deployed within a housk h
= the number of IMS-IPTV subscriptions,
= how the public identities should be associated #iehIMPIs and the IMS-IPTV subscriptions.
These options depend on a number of factors, imad

= the deployment scenario,

the level of desired privacy and security withihausehold,

the billing needs for the household,

= the number of devices in the household,
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= the roaming needs of various members in the holgeho
The following sub- sections describe the main fetwf these options, including the pros and cons,

For the illustration of the options, it is assuntleat members in a household are a mom, a dad sod. &ote that even
though in the following sections the term UICC &ed, the ISIM could as well be running in a sofeveontainer.

Option 1: Shared UICC for the entire household

In this option, all household members share a sibdCC. There are several sub-options in this optio

Option 1.1: All IMPUs are associated with a single IMPI

This is depicted in Figure D-3 below. In this syftion, all IMPUs are associated with the same IMPtere would be also
a single IMS IPTV subscription for the entire hdusid.

QvPUD Dad

QP2 Mom
Gy sun ——Cupin>~

AuPUD Son

@ Default

Figure D-3: All IMPUs associated with a single IMPI

Pros:

= No need to change UICC when a household membesvwanegister. Hence from a usability point of view
this is quite convenient

Cons:

= Any member of the household can use any one dMP&Js at the time of registration, unless applmati
support is provided that allows a particular useogin to the OITF prior to performing IMS regiation using
a particular IMPU

Given that this option requires means to prevesttitly theft, it is more appropriate for a deplamhthat includes an IMS
gateway (IG) that can house such an applicatiorttadlICC, provided that the LAN in the house iswse so that
passwords cannot be stolen while being transfdromd an OITF to the gateway.

Option 1.2: Each IMPU is associated with a DifferenlMPI

This is depicted in Figure D-4 below. In this syftion, each member in the household will have fediht IMPI. A UICC
(or its software equivalent) hosts multiple 1SIMpéipations, each one associated with one IMPI.

(e QPUD Dad
G Cwpi2) PuD Mom
@ @ Son

Figure D-4: 1:1 IMPU-IMPI relationship
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Pros:
* No need to change UICC when a household membeswanégister.

» Identity theft is not possible as each user hasdiwidually “unlock” his ISIM application

Cons:

* The UICC will have to incorporate multiple ISIM djmations, one for each IMPI. This is not commodayp as
operators are accustomed to have a single appiicati a UICC. UICC vendors will have to supporiameto
allow a user to select the ISIM he wants (pin ukilog or password)

Option 1.3: Hybrid of Options 1.1 & 1.2

This is depicted in Figure D-5 below. This sub-optessentially includes some household membersanhassociated with
one IMPI, while others who are associated withpasgte IMPI

CIMPIL (MPUD Dad

(o> Qwpi2) QPuD) Mom
@ Son

Default

Figure D-5: Mixed IMPU-IMPI relationships

If the ISIM application including IMPI2 is select#aen the default public identity will be the omebte registered by default
at power-up. Following that, the son or the mom 84S register their identities if they want to eée personalized service.
If the ISIM application including IMPI1 is selectetthen the dad’s public identity (IMPU1) will begistered by default.

Option 1.4: Household equipped with multiple OITFs.

If there are multiple OITFs in the house, and tal#a the entire household to share a single UlG€h the household
requires an IMS gateway (IG) for that purpose. Aoysehold member can access the gateway from @iy O

Option 2: Multiple UICCs in the household with Simle OITFE

In this option, each household member has a sepdt&XC (or its software equivalent). The houselmkmber can share
the same IMS IPTV subscription or they can havéediht subscriptions.

o

Dad
on

Figure D-6: Multiple UICCs
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Pros:

e Complete privacy (no potential for any sharing)
» Aligned with today’s usage of UICC (one ISIM appliion per UICC)

Flexible ISIM swapping between devices since ewssr has his own UICC.

Cons:

Re-usability issues when it comes to device sharrgghousehold since
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Appendix E.  Resource and Admission Control for multicast (informative)

This Appendix gives a more detailed descriptiothef Resource and Admission Control Transport aadetation with
Multicast Delivery Function for an xDSL access netthv It also gives more detailed information flofes multicast service
support and QoS issues.

The solution described in this Appendix is purelgdtional. All the examples refer to xDSL.. The cepts described here,
or similar ones, can be applied to other acce$mt#agies, but these are not described here fosake of brevity.

E.1 Transport and Multicast Delivery Function description

The Network Operator’s Transport and Multicast ey for multicast services support is typicallyngmosed by the
following entities (as shown in the following pic&):

= Transport Access Node (e.g. DSLAM): the access node

= Transport Remote Node (e.g. IP Edge or Feederhehegork element that resides at the boundary miwe
core networks and access networks.

= Aggregation: the network which interconnects thariBport Access Node to the Transport Remote Nbde; t
aggregation network between the Transport AcceseNand the Transport Remote Node could include
intermediate nodes which can be layer 2 or layesised, depending on the Transport Access Node itiipab
A simplified configuration, including just Transpa@ccess Node and Transport Remote Node, is usegfter
for the description of the resource reservatiomades; however, this can be extended to more cexnpl
aggregation network configurations.

Aggregation Network

] Network

Transport N multicast Trénsport
Access SteEam Remote
Node Node
L Transport and Multicast Delivery _\ Note: N <M

Figure E-1: Components of the Transport delivery navork
Note that not every multicast channel is usualgspnt at Transport Access Node (e.g. DSLAM), archtimber of
multicast streams that arrive at the Transport Asd¢ode varies dynamically. Moreover, the netwedources connecting

the Transport Access Node to the Transport RemoteeNAggregation or Metro Network) are limited, andser could try
to request a channel that at the moment is noadyrpresent at the Transport Access Node.

In a Layer 3 aggregation network, during multicgstnnel selection, the Transport Access Node tatesnGMP messages
sent from the user (IGMP messages relating tadinéent delivery Session) and sends new IGMP or lRBdsages to its
neighbour nodes, the Transport Remote Node.
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In a Layer 2 aggregation network, during multicgdstnnel selection, the Transport Access Node sribepéisMP messages
sent from the user and forwards them upstream tisméie Transport Remote Node.

In the following examples and call flows a layeFtansport Access Node using PIM for multicast siiymais considered,
but the examples can easily be extended to otlptoylaents.

With the context of this annex, it is assumed thate are no intermediate L2 or L3 nodes betwee tansport Access
node and the Transport Remote Node. This is a Hiogtion that will be removed in subsequent resmis of this Annex.

When the ITF wishes to join a multicast channehwdifferent QoS requirements (e.g. zapping fronba®&a HD channel)
or if the stream for the new channel requesteatgpresent in the Transport Access Node, in omiguarantee the needed
bandwidth for the channel, an interaction betwéenTransport and Multicast Delivery Function andrgsion Control
entities is needed.

In particular at least 4 cases can be considered:

[1] If the stream of the channel requested by theigsdready received by the Transport Access Nouie tlze
authorized bandwidth in the last mile will not beceeded by the addition of the bandwidth requingthe channel
to be viewed, the Transport Access Node termirta$GMP join request, and streams the channdldaser;

[2] if the stream of the channel requested by theissdready received by the Transport Access Nodiethe addition
of the bandwidth required by the channel to be e@wxceeds the authorized bandwidth in the lag, rail
interaction between the Transport Access Node airdigsion Control entities is needed, to verify tthetre is
enough bandwidth in the last mile and that it atites its use;

[3] if the stream of the channel requested by the igseot received by the Transport Access Node, hadutithorized
bandwidth in the last mile will not be exceededly addition of bandwidth required by the chanoddé viewed, the
Transport Access Node sends a PIM request to tesport Remote Node to replicate the multicasastr the
Transport Access Node, if enough bandwidth is abée! in the aggregate network. The Transport Achieste in
turn streams the channel to the user

[4] if the stream of the channel requested by theiaswt received by the Transport Access Node thecddition of
the bandwidth required by the channel to be view#idexceed the authorized bandwidth in the lademi

* an interaction between the Transport Access NodeAamission Control entities is needed, to sehéfrequired
bandwidth can be made available in the last mile;

» If this is possible, then

= The Transport Access Node sends a PIM requesetdrdmsport Remote Node to replicate the multiseiem
to the Transport Access Node, if enough bandwgl#vailable in the aggregate network. The Transporess
Node in turn streams the channel to the user

Section 5.4.1 describes the Resource and AdmisXioirol (RAC) and Transport Processing Functiomefional entities.

In the examples below, both the Transport AccesdeNmd the Transport Remote Node comprise BTF, ROEFA-RACF,
but other deployments are allowed. The A-RACF & Thansport Access Node performs admission cofdrdhe access
segment, while the A-RACF in the Transport Remotel&performs admission control for the aggregagiegment.

The following section details some of the call floslated to the 4 cases considered above.
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E.2

A-RACH A-RACF
RCEF RCEF
| |
ITF BTF BTF
Transport Transport
| | Access | | Remote
Node Node
access

aggregation

Figure E-2: Distribution of RAC functions between he various Transport nodes

ITF — Transport and Multicast Delivery call flow

In this section, a detailed information flow is peated, showing the interaction between ITF, Trarignd Multicast
Delivery and Admission Control functional entities.

The assumptions behind these scenarios are:

The content to be accessed is not present in #wesport Access Node, but only in the Transport Rerode,
and the authorized bandwidth in the last mile dlexceeded by the addition of the channel to &eed
(case 4 considered in the previous section);

The channel requested by the user is already regtdiy Transport Access Node and the authorizedviddttd
in the last mile does is exceeded by the addiifdhe channel to be viewed ( case 2 consideréae previous
section);

Access Control List are pre-provisioned in the Brort Access Node to authorize the user request;

The association between channels (or group of eighand the bandwidth that they require is predgioned
in the Transport Access Node;

BTF + RCEF + Admission Control Function are predmth in Transport Access Node and in the Transport
Remote Node.

There are no intermediate nodes between the Treinspcess Node and Transport Remote Node

Other deployment configurations can be foreseemedisas a more dynamic approach, based on a lgrizbiween the
service authorization and the flow authorizatiohe3e cases are not covered in the following fldwsgcan be easily derived

from them.
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E.2.1 Channel requested is not present in the Transport Access Node and the
authorized bandwidth in the last mile will not be exceeded (case 3)

Transport Access Node (e.g. DSLAM) Transport Remote Node (e.g. IP Edge or Feeder)
e
i | :
ITF i BTF 1 RCEF 1 A-RACF1 |, ' BTF RCEF 2 A-RACF 2 |,
1
! ! l
I e R O B !
1. IGMP JOIN
—_—>

2. Trigger ACL check
3. Request for HD channel
while in SD

4. Request for CAC

_ >
5. Request for CAC
-_

6. Adm Citl

7. Policies Installation
—

8. Policies

2. OK

10. PIM JOIN

[

g Request for Policies
—_—

12. Request for Policies
—_— >

13. CAC &
create policies

%4. Policies Installation

15. Policies
enforced
16. OK |
4—
17. Flow replication towards the Transport Access Node
I |
18. Flow replication towards the user
Figure E-3: Call flow for case 3
The description of the steps is the following
1. The ITF requests an HD channel via IGMP Join
2. The IGMP message triggers the BTF in the Trangpacess to authorize the request with the RCHiere the
pre-provisioned ACL are stored
3. Since the requested channel requires more bdttdtiian the channel currently authorized, call iadion

control (CAC) is needed
4, The BTF requests CAC towards the RCEF
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5. The RCEF builds an admission control requestsamdis it to the A-RACF to obtain the authorization the
network resources (previous service authorizatwears made by IMS session)

6. The A-RACF in the Transport Access Node perfoathsission control on the access network and dethve
traffic policies to be installed in the RCEF

7. The A-RACF sends the traffic policies to the FECE

8. The RCEF enforces the traffic policies.

9. The RCEF answers positively to the BTF request

10. The BTF in the Transport Access Node sendd/gjéth to the BTF in the Transport Remote Nodehéoadded
to the multicast tree (PIM protocol is used to tailshared multicast distribution tree)

11. The BTF requests the needed policies from tBER
12. The RCEF forwards the request to the A-RACF

13. The A-RACF in the Transport Remote Node builtdsrequired traffic policies to be installed iR tRCEF. It is
assumed as well that there is enough bandwidtheimggregate network to send the stream to thespoan
Access Node (14) The A-RACF sends the traffic pedido the RCEF

15. The RCEF enforces the traffic policies
16. The RCEF answers positively to the BTF request
17. The BTF in the Transport Remote Node startepticate the flow towards the Transport AccesséNod

18. The BTF in the Transport Access Node replictitedlow towards the User

E.2.2 Channel requested is present in the Transport Access Node and the

authorized bandwidth in the last mile will be exceeded (case 2)

In this scenario the channel requested by theissdready received by Transport Access Node; taasport Access Node
terminates the IGMP, verifies that there is enobighdwidth in the last mile, and streams the chatuttle user.

Steps 1 to 9 and step 18 from the figure for caiseséction E.2.1 applies.

E.3 Linear TV and CoD unified view for reservation on Access
segment

In this section, an example of information flowpi®vided to illustrate how an unified Linear TV a@dD Admission
Control works with the architectural solution délsed in this Appendix.

The examples have the following assumptions:
» Linear TV and CoD service share the same transpsource in the last mile segment
» Linear TV and CoD service have different transpesburces in the Aggregation segment

* The Linear TV channel requested by the user isdireeceived by Transport Access Node (thus Adnissi
Control for resources does not need to be perfoim#te aggregation segment) but the bandwidthénast mile
doesn’t match the one needed by the channel téelned The following functional elements are invadv(see
Figure below):

* A-RACF 1is an A-RACF deployed in the Transport s Node.. A-RACF 1 performs Admission Controltfor
last mile segment for Linear TV only.

 RCEF 1 is deployed in the Transport Access Node
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 BTF 1is deployed in the Transport Access Node
 RCEF 2 is deployed in the Transport Remote Node
 BTF 2 is deployed in the Transport Remote Node

* A-RACF 0 is an A-RACF performing Admission Contfol CoD in the Aggregation Segment and in the fhait
segment. It is further handling Admission Contia Einear TV in the last mile segment through datéwy an
Admission Control budget to A-RACF 1. A-RACF 0 isrtte aware of resource reservations in both the
Aggregation and last mile segments.

ASM (Authentication and
Session Management)

| SPDF |
i | e
| Admission A-RACE 0 |
| Control/ = !
. |A-RACF_1 |
N b 1 ______________________________________ '
RCEF_1 RCEF 2
| |
ITF BTF_1 BTF_2
Transport Transport
| | Access ;  Remote
! ' Node ! ' Node
access aggregation

Figure E-4: Functions needed for a unified treatmenof resource and admission control across accessdaggregation
networks

The Information flow for delivering both Linear Tdéhd CoD comprises 3 phases:
1. Linear TV Session Initiation
2. CoD Session request and delivery

3. Linear TV delivery
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E.3.1 Linear TV Session Initiation
In this phase, after receiving the user requesadanission control budget is installed in A-RACHKol. Linear TV.

1 1
1 1
1 1
1 1
OITF il BTF_1 RCEF_1 A-RACF_1l[ BTF 2 RCEF_2 || A-RACF O|| SPDF ASM
l i
1 1

1. Linear TV Session Initiation Request (Gm — SIP INVITE)

| -
;. Reservation Request

(Gg' — DIAMETER AAR)

§. Reservation Request

(Rq — DIAMETER AAR)

4. Linear TV Admission
Control Delegation

5. Bulk Offering Request (Rr — DIAMETER AAR)

6. Install Linear TV
Admission Budget

7. Bulk Offering Answer (Rr — DIAMETER AAA)
" 8. Reservation Answer
—

(Rg — DIAMETER AAA)
9. Reservation Answer
—_—>

(G’ — DIAMETER AAA)

30. Linear TV Session Initiation Answer (Gm — SIP 200 OK)

Figure E-5: Admission control for Linear TV

1. The user requests access to Linear TV

2-3. Reservation request

4-7.  A-RACF_0 installs a bandwidth budget in A-RAQF
8-9. Reservation answers

10. Answer to the user request

E.3.2 CoD Session request and delivery

In this phase, a CoD request is received and A-RAIoes not have sufficient resources to fulfil tbguest in the last mile
segment. It asks the A-RACF_1 for the needed ressurvhich can be done by reducing its Linear TVdatighrovided that
the bandwidth currently consumed by linear TV ikbethe admission control budget.
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1 1
1 1
1 1
1 1
OITF il BTF_1 RCEF_1 A-RACF_1[il BTF_2 RCEF_2 [!| A-RACF O|| SPDF ASM
l i
1 1

1. VoD Session Initiation Request (Gm — SIP INVITE)

| -
;. Reservation Request

(Gg’ - DIAMETER AAR)

i. Reservation Request

(Rq - DIAMETER AAR)

4. VoD Admission
Control On Access and
Aggregation — More
Resources Needed

_5. Bulk Reduce Request (Rr — DIAMETER AAR)

6. Reduce VoD
Admission Budget

7. Bulk Reduce Answer (Rr — DIAMETER AAA)

§. Policies Installation

(Re — DIAMETER AAR)

9. Policies
Enforcement

10. Answer

- . (Re — DIAMETER AAA)
‘11. Policies Installation (Re — DIAMETER AAR)

12. Policies
Enforcement

13. Answer (Re — DIAMETER AAA)

n

" | 14. Reservation Answer
_ 5

(Rg — DIAMETER AAA)
15. Reservation Answer
—_—

(G’ — DIAMETER AAA)

36. VoD Session Initiation Answer (Gm — SIP 200 OK)

Figure E-6: Resource and admission control for VoD

1. The user requests access to CoD. A session igjupst is propagated in the control plane.
2-3. A Reservation Request is sent to the A-RACF_0

4-7.  A-RACF_0 requests the needed bandwidth froRACF_1. These steps are optional and depend on the
capabilities of the A-RACF_0.

8-13. Policies related to the new linear TV budwad the unicast flow are installed, as appropriatthe RCEFs
14-15. Reservation answers

16. Answer to user request
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E.3.3 Linear TV delivery

In this phase the user accesses Linear TV andttrieigw a channel that requests a higher bandwsHRACF _1 has
finished its Linear TV budget and asks for an iaseeto A-RACF_O.

1 1
1 1
1 1
1 1
OITF H BTF_1 RCEF_1 A-RACF_1 1 BTF_2 RCEF_2 [}| A-RACF_0 SPDF ASM
i i
1 1

1. Linear TV Bequest

(IGMP JOIN)

2. Trigger
ACL Check

3. Request for HD
Channel while in SD

4. Request for CAC
—_ )
5. Request for CAC
—_—)

6. More resources
needed

7. Bulk Increase Request (Rr — DIAMETER AAR)

8. Linear TV Admission
Control Delegation

9. Bulk Increase Answer (Rr — DIAMETER AAA)

10. Derivation of
traffic policies

11. Policies Installation
—

12. Policies
Enforcement

13. Answer

EREEEEEEEE)

Figure E-7: Resource and admission control for linar TV with higher bandwidth requirement

1. User requests channel via IGMP
2. The IGMP message triggers the check of the ACauthorize the request
3. Since the requested channel requires more bdttdtiian the channel currently accessed, CAC idetkécall

admission control)
4-5. CAC Request
6-9.  Bandwidth not sufficient: request to A-RACH0D bandwidth increase
10-12. Installation of Policies.

13. Answer and Linear TV flow delivery
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Appendix F: Audience Research Data model (Informati  ve)

Figure F- 1 provides a generic example of the daidel for Audience Research, with examples of agessible applicable
values for the data types:

AR Data

User Id

| 0.1 0... | o
| Trick play data ‘

J) 0..n $ 0.

| Service access data ‘ | Service interaction data

S o

Serviee access record

Trick play record

Serviee interaction record

\ serviceType

targetContentld
accessBeginTime
accessEndTime

operationType
targetContentld
operationBeginTime
operationEndTime

actionType -
targetContentld
actionBeginTime
actionFndTime

terminal Type

accessLocation
0. 0..n

$ Extensions {TBD) | Extensions (TBD) ‘
A
0..n

Extensions (TBID) \

Figure F- 1: AR Data Model with possible values
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