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1. Scope (Informative)

The Open IPTV Forum has developed an end-to-endignlto allow any consumer end-device, compliarthe Open

IPTV Forum specifications, to access enriched ardgnalized IPTV services either in a managedramamanaged
network.

To that end, the Open IPTV Forum focuses on stalimlag the user-to-network interface (UNI) both fomanaged and a
non-managed network, as depicted in Figure 1-1.

Open IPTV Forum Scope

* This diagram also assumes multiple Managed Networks
and multiple Service Platform Providers via Open Internet

Open IPTV Managed Network
common UNI IR

.
. é
-H

PC

TCI ; sPI . cPl
Access SEVice IPTV 4—‘_
: Provider Platform Provider

Provider .~ SLA

- SLA SLA g

T~<._*QosS, Multicast

CPI

* Authentication, billing, etc. -
* Delivery oLEPG &d content binary

* Triple play Walled Garden

Open Internet

Access lAI Service
Provider )4%— Platform

Mobile =)
Device

Provider PO

CPI @

* The Forum shall "~ _ * Authentication,( biling, etc) SLA e
ensure common UNI (User Network Interface) - enteaton(bilne, ) * Delery of £°G s cortent binary
UNI to support TCI (Transport and Control Interface) e

services from SPI (Service Provider Interface) Portal site Walled Garden

Open Internet and
managed network
environment CPI (Content Provider Interface)

IAI (Internet access Interface)

Figure 1-1 Open IPTV Forum scope

Throughout this document, the terms “Open Interaet] “Unmanaged Network” are used interchangeablsefer to the
ability to access any Service Provider using ange&s Network Provider without any quality of seeviuiarantees.

This document also includes any errata identifiedrevious versions of this specification.
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3.
3.1

Terminology and Conventions

(Normative)

Conventions

All sections and appendixes, except “Scope” antrdbiuction”, are normative, unless they are exgijiéghdicated to be

informative.
3.2 Definitions
Term Definition

Access Network

The network infrastructure used to deliver IPTWszas to the Consumer.

The Access Network infrastructure (which may ineldlde Internet) is used for the delivery of theteah
and may include quality of service management suenthat appropriate network resources are availz
for the delivery of the content.

ab

Application

Collection of assets and logic that together prexadservice to the User. Assets and logic mayeesid
either in an application Server or in the ITF ottho

Audience Research

A system to collect audience data, under the exglimsent of the user. This system can be managed
the IPTV Service Platform Provider, which colleatgdience data across networks, platforms, differen
types of services and service providers.

Audience Research Data

Data on IPTV audience viewing metrics i.e., theadgtarameters and procedures that quantitativedy a
qualitatively measure the consumed content (elgedided content, CoD, PVR content), access and
navigation (e.g. Content Guide, subtitling), int#ize applications (e.g. games, rating).

Consumer domain

The domain where the IPTV services are consumeazhnSumer domain can consist of a single termin
or a network of terminals and related devices éovise consumption.

Consumer Network

The local area network in which the IPTV TerminahEtion is located. Consumer Networks include
residential networks, hot spots, hotel networks etc

Consumer(s)

See End User(s).

Content

An instance of audio, video, audio-video informatior data.

Content Guide

An on-screen guide to Scheduled Content and ConteBtemand, allowing a User to navigate, select,
and discover content by time, title, channel, geete

Content on Demand
(CoD)

A Content on Demand service is a service whereeaaan select the individual content items he er sh
wants to watch out of the list of available cont&@wnsumption of the content is started on usaresy

Content Protection

Means to protect content from unauthorized usagk as re-distribution, recording, playback, duglaa
etc

Content Provider

Entity that provides Content and associated usgbésrto the IPTV Service Provider.

End User(s)

The individual(s) (e.g., members of the same famillgo actually use the IPTV Services.

Internet

The Internet is the worldwide, publicly accessibétwork of interconnected computer networks that
transmit data by packet switching using the stahdtsternet Protocol (IP).

ITF Remote Control
Function

Function that allows the control of an ITF from abiie or portable device.

IPTV Service Provider

Entity that offers IPTV Services and which has atractual relationship with the Subscriber.

IPTV Solution

The specifications published by the Open IPTV Farum

IPTV Terminal Function
(ITF)

The functionality within the Consumer Network tietesponsible for terminating the media and cdntr
for an IPTV Service.

D

IPTV User Profile

Information (e.qg., viewing preferences) associatéh a specific User who is a part of a subscriptio

Local Storage

Content storage within the administrative realnthef IPTV Service Provider, but not in their physica
environment (for example, local storage could Iparition of storage located in the residentialvoek
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and allocated to the IPTV Service Provider to madl CoD).

Locally-controlled Local
Personal Video Recorder
(ULPVR)

Provision of PVR functionality whereby the contenstored in the consumer domain. No Service
Provider intervention or permission is involvedégord content apart from content protection. Tis
referred to in TISPAN as “Local PVR (IPVR).”

Service Provider-
controlled Local
Personal Video Recorder
(sLPVR)

Provision of PVR functionality whereby the contenstored in the consumer domain but the content i
recorded under Service Provider control. Thigfenred to in TISPAN as “Client PVR (cPVR).”

D

Network Personal Video
Recorder (nPVR)

Provision of PVR functionality whereby the contenstored in the IPTV Service Provider domain. The
nPVR allows a user to schedule recording of scleebobntent programs. The user can later select the
content they want to watch from the recorded cdnten

Pay-per-View

The user is charged per selected and/or consunmentatem. Can apply to both CoD and Scheduled
Content Service.

Personalised Channel
(PCh)

A particular list of programs that is scheduledtioa basis of the user’s preferences, viewing haloits
service provider recommendations, where each pnoggaelected from the Content Guide, e.g. BC
services, CoD content. An overlap or break may obetween the programs in a Personalised Chann
content guide.

D

Portal A function of a Service Platform that provides atrg point to individual IPTV Services to Users wa
GUI.
Program A segment of Scheduled Content with a defined beggand end.

Program Guide

See Content Guide.

Push CoD

A type of Content on Demand where the contentéslpaded to the ITF local storage by the IPTV
Service Provider. The user has no direct controVlwdit content is downloaded; however the IPTV Ser
Provider may make the choice based on user prefeseand habits. Content is available for direct
consumption after the user selection is confirmed.

Residential Network

Residential consumer network.

Scheduled Content

An IPTV service where the playout schedule is fikgdan entity other than the User. The content is
delivered to the user for immediate consumption.

Service

Content and applications provided by Service PiatfBroviders and IPTV Service Providers.

Service Access
Protection

Means to protect IPTV Services from unauthorizeabegaccess, such as
- Access from unauthorized users
- DOS attack

Service Platform
Provider

Entity which, based on a contractual relationshigihn WP TV Service Providers, provides the supporting
functions for the delivery of IPTV Services, sushcharging, access control and other functions hvaie
not part of the IPTV Service, but required for mging its delivery.

Service Protection

Means to protect contents (files or streams) dutsdelivery.

Session Portability

Ability of a given service/application to be swigthfrom one device to another for a continuatioa of
session in real time.

Subscriber

The individual that makes the contract (subscriptisith a Service Provider for the consumption of
certain services.

Subscription Profile

Information associated with a subscription.

Trick Mode Facility to allow the User to control the playbasfkContent, such as pause, fast and slow playback,
reverse playback, instant access, replay, forwaddraverse skipping.
User(s) See End User(s).
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3.3 Abbreviations
Abbreviation Definition
ADSL Asymmetric Digital Subscriber Line
AG Application Gateway
AKA Authentication and Key Agreement
AP Access Point and Authentication Proxy
API Application Programming Interface
A-RACF Access Resource Admission Control Function
AS Application Server
ASM Authentication and Session Management
AV Authentication Vector
ANV Audio and Video
BCG Broadband Content Guide defined by DVB
BTF Basic Transport Function
CAC Connectivity Admission Control
CAS Conditional Access System
cC Cluster Controller
CD Content Delivery
CDC Connected Device Configuration
CDF Content Delivery Function
CDN Content Delivery Network
CDNC CDN Controller
CE Consumer Equipment
CG Content Guide
CK Ciphering Key
CoD Content on Demand
CPE Customer Premise Equipment
CPI Content Provider Interface
CSP Content and Service Protection
CSPG Content and Service Protection Gateway
DAE Declarative Application Environment
DLNA Digital Living Network Alliance
DLNA DMS DLNA Digital Media Server
DLNA DMP DLNA Digital Media Player
DOS Denial of Service
DRM Digital Rights Management
DSCP DIFFServ Code Point
DTCP-IP Digital Transmission Content Protection over IngrRrotocol
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DTT Digital Terrestrial Television

DVB-IP Digital Video Broadcasting Internet Protocol

ECM Entitlement Control Message

ECMA European Computer Manufacturers Association, ECKt&rhational - European association for
standardizing information and communication systems

EIT Event Information Table

EPG Electronic Program Guide

FCC Fast Channel Change

FE Functional Entity

GBA Generic Bootstrapping Architecture

GENA General Event Notification Architecture

GPON Gigabit Ethernet Passive Optical Network

GUI Graphical User Interface

HD High Definition

HDMI High Definition Multimedia Interface

HLA High Level Architecture

HSS Home Subscriber Server

HTTP Hypertext Transfer Protocol

1Al Internet Access Interface

IG IMS Gateway

IGMP Internet Group Management Protocol

IMPI IMS Private User Identity

IMPU IMS Public User identity

IMS IP Multimedia Subsystem

IP Internet Protocol

IPTV Internet Protocol Television

IRCF ITF Remote Control Function

ISIM IMS Subscriber Identity Module

ISP Internet Service Provider

ITF IPTV Terminal Function

M/C-U/C Multicast to Unicast

LAN Local Area Network

MAC Message Authentication Code

MCDF Multicast Content Delivery Function

MDTF Multicast Data Terminating Function

MSRP Message Session Relay Protocol

NAT Network Address Translation

nPVR Network Personal Video Recorder

OIPF Open IPTV Forum
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OMA Open Mobile Alliance

OITF Open IPTV Terminal Function

PAE Procedural Application Environment
P2P Peer-to-Peer

PC Personal Computer

PCh Personalized Channel

PIM Protocol Independent Multicast
PLMN Public Land Mobile Network

POTS Telephone Service

PPV Pay-Per-View

QoS Quiality of Service

RA Remote Access

RAC Resource and Admission Control
RAND Random Challenge

RCEF Resource Control Enforcement Function
RET Retransmission (server)

RTP Real Time Protocol

RTCP Real Time Control Protocol

RTSP Real Time Streaming Protocol

RMS Remote Management System

RUI Remote User Interface

SAA Service Access Authentication

SAML Security Assertion Markup Language
SCART Syndicat des Constructeurs d'Appareils Radioréoeptt Téléviseurs
S-CSCF Serving Call Session Control Function
SD Standard Definition

SD&S DVB Service Discovery and Selection
SDP Session Description Protocol

SLA Service Level Agreement

SIM Subscriber Identity Module

SIP Session Initiation Protocol

SMPP Short Message Peer-to-Peer

SMS Short Message Service

SP Service Provider

SPI Service Provider Interface

SPDF Service-based Policy Decision Function
SPP Service Platform Provider

SSO Single Sign-on
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STB Set Top Box

TBD To Be Determined

TCI Transport and Control Interface

TCP/IP Transmission Control Protocol/Internet Protocol
UE User Entity

ul User Interface

uiccC Universal Integrated Circuit Card

UNI User Network Interface

URI Uniform Resource Identifier

URL Uniform Resource Locator

USIM Universal Subscriber Identity Module
VoD Video on Demand

xDSL Any DSL

WLAN Wireless LAN

WG WAN Gateway

WAN Wide Area Network

XML eXtensible Markup Language

XHTML eXtensible Hypertext Markup Language

Copyright 2011 © The Open IPTV Forum e.V.



Page 20 (236)

4, Introduction (informative)
4.1 IPTV Domains

The Open IPTV Forum recognizes the fact that theeevarious domains within the end-to-end IPTV gathain that have
different administrative control or ownership. Thtle Open IPTV Forum architecture supports theterce of multiple
entities with different regions of administrativentrol and ownership interests.

Ownership and administrative control are impactgd ariety of factors including the prevailing vgfory regimes,
competitive commercial environments, and the consiakstrategies of the entities involved. Ownepsdmd administrative
control may be considered arbitrary boundariesiwitlertain deployments.

The following domain framework although typical,edonot prevent all or some of these domains fromghender a single
administrative ownership and control.

The architecture recognizes the following domains:

1. Consumer Domain:the domain where the IPTV services are consumeashnSumer domain can consist of a single
terminal or a network of terminals and related desifor service consumption. The device may atsa imobile end device;
in this case, the delivery system of a network mrewis a wireless network. This domain is witHue tscope for the Open
IPTV Forum specifications.

2. Network Provider Domain: the domain connecting customers to platform andceproviders. The delivery system is
typically composed of access networks and coreaoklione networks, using a variety of network tetbgies. The delivery
network is transparent to the IPTV content, althotlgere may be timing and packet loss issues netdgalPTV content
streamed on IP. This domain is within the scopiefOpen IPTV Forum specifications.

3. Platform Provider Domain: the domain providing common services (e.g., ustreaication, charging etc.) to IPTV
Service Providers. Different types of service carptovided to a subscriber including IPTV servigesonalized
communication services, etc. This domain is withie scope for the Open IPTV Forum specifications.

4. IPTV Service Provider Domain:the domain providing IPTV services to the ConsuBb@main. In the context of
television services on IP, the IPTV Service Prov@eguires/licenses content from Content Provideds packages this into
a service. In this sense the IPTV Service Proviglaot transparent to the application and contaiorination flow. This
domain is within the scope of the Open IPTV Foryacification

5. Content Provider Domain: the domain that owns or is licensed to sell conberontent assets. Although the Service
Provider is the primary source for the Consumer Bioma direct logical information flow may be sgthetween Content
Provider and consumer device e.g. for rights mamage and protection. This domain is within the scopthe Open IPTV
Forum specifications, primarily for the aspect ofjaisition of content by the service provider. Sfieations related to the
content development processes of the content peoaict NOT considered in scope at this time.
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4.2 The IPTV Value Chain

The Open IPTV Forum was established with the intersppecify common and open architectures for siimppla variety of
internet multimedia and IPTV services to retaildthsonsumer equipment. The two main servicesSamieeduled Content
services (the IP equivalent to conventional broad€®) and content on-demand content services. Bbthose services
follow the content value chain shown in Figure 4-1.

Production Firms Content aggregators IPTV Service Providers Consumer Electronics firms
h J h J
Content Content Content Content
Production Aggregation Delivery Reconstitutio
7y Iy End User

i

|
1 |
! - - Technical }
| II‘ —provides=8> /| 1o !
| |
| |
| |
| |
| |

Technical Role

TV Production Linear TV Station Satellite/Terrestrial/IP Networks
Figure 4-1: Content Value Chain
The content value chain is composed of the follgwisles to provide Scheduled Content and CoD sesvic
» Content Production: producing and editing the dataatent (movies, drama series, sports eventss meports etc.)
» Content Aggregation: bundling content into catabffgrs and bouquets, ready for delivery
» Content Delivery: transporting the aggregated aust the consumer
» Content Reconstitution: converting the content enformat suitable for rendering on the end-useroge

Each role in the value chain has historically beeand to a type of stakeholder or technical rolent€nt Production, for
example, is linked to production firms and to theduction teams of TV stations.

IPTV technology introduces a set of technical migdifons to the content chain that mainly encompassntent
aggregation, delivery and reconstitution. The OV Forum aims at specifying the technology theltvérs those three
elements in the technical chain. The aforementi@pettifications can be distinguished in two mairegaries:

 The Managed Model concerns access to and delivery of content sesvdelivered over an end-to-end managed
network.

« The Unmanaged Model concerns access to and delivery of content seswuielivered over an unmanaged network
(e.g., the Internet) without any quality of servgaearantees.
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42.1

The Managed Model

The managed model deals with content servicesatelivover an end-to-end managed network. The esrccas access
content that is made available by the operator.dffezator plays the “Content Aggregation” and “@mtDelivery” roles:

Content Provider: provides content and associated metadata tolheds via the managed operator network. It
provides the bundled content to the IPTV serviaigler through the Content Provider Interface (CRIxontent
provider normally retains the rights to the audsondl content (movies, documentaries, TV prograret.). It can
be a production company, or a distributor/vendor.

IPTV Service Provider: is a content aggregator that prepares the coptemided by the content provider for
delivery by providing additional metadata, contentryption, advertising etc. The Service Proviaeeiface (SPI)
links the IPTV Service Provider to the Service flah Provider.

Service Platform Provider. provides the means to control the access toeghéce prior to delivery to the end user.
The Service Platform Provider (SPP) might offeetacs enablers to enrich the IPTV services, sudhaaslling
charging information generation. The Transport @odtrol Interface (TCI) links the Service PlatfoRrovider to
the Network Provider

Network Provider: provides transport resources for delivery ohatzed content to the consumer domain. It also
provides the communications between the consunmeattoand the Service Platform Provider. The User to
Network Interface (UNI) links the Network Providerthe consumer domain.

In a typical Managed model, a stakeholder, such Bslecom Operator, plays the IPTV Service Proyi8ervice Platform
Provider and Network Provider roles, so that highliy services can be guaranteed to the end user.
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Content Content Content Content
Production Aggregation Delivery Reconstitutio

Open IPTV Forum Scope

CP——» SP—m TCH—— um»ﬂ
[
\

\
N

/
\\\ IPTV Service  Service Platform Provider ~ Network Provider ~ End User ’

o ~Provider -
TV Production A Operator Managed Netvxerk/ -
i i
[
CPI | o |
| I
} CPI: Content Provider Interface content transfer interface| }
I SPI: Service Platform Interface }
} TCI: Transport and Control Interface }
Production Firms i UNI: User to Network Interface Technical Role Technical Role|
o ’

End User content production

Figure 4-2: Managed Model technical roles and conte transfer interfaces

4.2.2 Unmanaged Model

The Unmanaged Model has the same set of techwilea as that of the managed model (See Figure 448jhe roles are
typically played by different stakeholders. Notattproviding services of equivalent quality to taadfered by the managed
model cannot be easily guaranteed owing to ther@méack of quality of service guarantees in Ingrdelivery.

In an Unmanaged Model the relationship betweerStrgice Platform Provider and the Network Providerot necessarily
defined. The role of the Service Platform Provideuld be played by an Internet portal.

The Internet Access Interface (IAl) in the Unmarchyeodel replaces the TCI in the managed model.
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Content Content Content Content
Production Aggregation Delivery Reconstitution

Open IPTV Forum Scope

IPTV Service Service Platform Provider ~ Network Provider End User

Provider Open Model
TV Production

PI: Content Provider Interface Content transfer interfacel-
PI: Service Platform Interface
IAl: Internet Access Interface

CPI NI: User to Network Interface 1o cpnjcal Role Technical Role

O o e e TR |

Production Firms

44446;6444444

&

End User content production

Figure 4-3: Unmanaged Model technical roles and ceoent transfer interfaces
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5. High Level Architecture

This section describes the high level architectoréPTV delivered over both managed and unmanagédorks. To the
extent possible, the architecture will be commohdth cases. Where this is not the case, the diftars will be explicitly
highlighted.

The next generation IPTV network must enable sesstbat are distinctly superior to those offereatinyent IPTV systems.
This includes end-user experience, both in termssef friendliness, as well as personalizationyelsas advanced services
that adapt to individual usage and lifestyle. Hemggpropriate technologies must be deployed iexldle architecture that
can accommodate new trends and services in a tiiagjon.

The high level architecture, described in thisisectollows a top down approach.

51 Reference Points Identification

Figure 5-1 shows the UNI interface between the Gores Domain and the Network Provider, the Servie¢fém Provider
and the IPTV Service Provider (collectively call&tovider(s) Network”) domains, which is one aréat@mndardization
within this specification. Additional interfacestime network provider domain are also describetlimarchitecture. Future
releases of this architecture will provide addiibmaterial on interfaces to the content providet ather domains.

The UNI interface is expressed as several subfaues, each of which map to the various functiemities required to
provide the necessary support for the end-to-em¥ Ifervice. Reference points are assigned to ebittese sub-interfaces.
The notation used to identify the sub-interfacethefUNI, as well as a detailed description foitlal reference points, is
described later.

Consumer Domain Provider(g Network
User Profile UNIP-1.UNIP-2
Management | i

~ UNIS15,UNIS-19,UNIS8

Service Discovery[ i

UNIS-7 .
Metadata ¢ ¥
, UNIS-8, UNIS-Q
Security N >
Content | UNIS-CSP-T, UNIS-CSP-G___|
Protection
SessionMgmnt UNIS-8
(managedn fw) N -
Service Access |, UNIS-14 .
AuthN. (unmanaged
UNIS-B
DAE * >
) UNIS-12 |
PAE ¢ >
Device . UNLRMS N
Management

Transport Contr0| " UNIT-16, UNIT-17, UNIT-18, N

and Delivery UNIS-11, UNIS-13, UNIT-19

Figure 5-1: Mapping Functional Entities to UNI Refeence Points
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This mapping is useful to verify compliance of Hrehitecture against the requirements and to betatdocument the
various functionality supported by the various sutlerfaces in order to fulfill the desired features

5.2 The Provider(s) Network Architecture

Figure 5-2 depicts the High Level Architecture (HLfar the Network Provider, the Service PlatfornoWder and the IPTV
Service Provider domains, both for the manageduamdanaged network models.
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RESIDENTIAL NETWORK

\
NPI-28

\
7UNIT-167\—< Network Attachment >

UNIS-11
NPI-AR-02 Multicast Content Delivery Function Content
(managed network only) Delivery
NPI-16 Network
—UNI-RMS—( Remote Management | UNIT-17M
9 ) UNIT-1 _>< FCC/RET Server >
——UNIS-13 |
UNIT-19 Transport Processing Function UNIT-17U
< UNIT-17: s NPI-40
\ NPI-41 ==
UNIT-18 )
UNIP: Profile Related Interfaces E n
UNIS: IPT\I/ Service Related Interfaces ( Functional Entity )

UNIT: Transport Related Interfaces
UNI: User to Network Interface
NPI: Network Provider Interface
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Figure 5-2: High Level Architecture for managed andunmanaged networks
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The following sections describe the functional i and reference points depicted in Figure 5-2.

5.2.1

Network Provider Functional Entities

The following is a brief description of the funatia entities depicted in Figure 5-2:

Service Access AuthenticationThis functional entity is responsible for serviaeass protection and
authentication of users. The user is identified amthenticated by means of some pre-establishel@mtials (such
as user name and password or GBA authentication).

Authentication and Session Management (Managed Nebsk Model only): This functional entity is responsible
for the authentication of the user for service asqaotection, as well as session managementdqguuipose of
coordinating and managing (service accessibiliggrs’ activities and for charging purposes. Te #nd, the
session management ensures that a user requassdorice is routed to the appropriate Applicat@nver. This
entity has access to the Subscription Profile.

Authentication Proxy (Managed Network Model only): This functional entity establishes a secure

communications channel between a network providestaurity domain and the ITF. The Authenticatiooxyr
terminates all signaling and control traffic destirto functions within the control of the netwomowder, and
eliminates the need for separate security asson&tvith individual network elements hosting thisetions.

GBA Single Sign-on:This functional entity allows Single Sign-on basedthe Generic Bootstrapping
Architecture. It is used in managed networks, laut @&so be used in unmanaged networks when a UKGEeDIMS
authentication is available in the home network.

IPTV Service Provider Discovery provides information necessary for the ITF to gele@V Service Providers, in
both the managed and unmanaged models

IPTV Service Discovery:provides information about IPTV services offergdan IPTV service provider, in both
the managed and unmanaged models

IPTV Control: This is the main control point for the IPTV sofuti It controls the delivery of IPTV services to
authorized users. In that regard, it inter-workthwie Authentication and Session Management fanatientity,
which routes incoming/outgoing requests from tHEMRControl to the appropriate destination. Thisitgrhas
access to the IPTV User and Subscription Profileg. IPTV Control generates charging related infaroma

IPTV Metadata Control: This functional entity performs aggregation of thetadata coming from content
providers or third party sources. The IPTV Metadadatrol offers basic metadata related to sensceh as
service description, the whole program guide, tletalated to each event (e.g. description of g fctors, etc.),
program listings and their schedule, personalizedtént Guide (CG). This functional entity enables tiser to
search, discover and initiate immediate viewingadreduled viewing of future programs and storederdn

IPTV Applications: These include IPTV related services or applicalibmic such as CoD, Push CoD, Content
Download, Network PVR, and Messaging as well as YWedh/pull service. The function provides end usétis
IPTV applications using the Declarative Applicatinvironment (DAE). The function provides Web Serve
functionality to allow an authorized user to accgssie IPTV services (e.g., to remotely schedukarding on a
PVR by using a non-OITF enabled device which hbsoavser.).

Provider Specific Applications: This function interacts with the Application Gategwa the consumer domain in
order to download generic applications. ProvidercHjr applications run on the AG execution enviremnt. The
download can be via push or pull mechanisist IPTV, this function can provide end users vgtbvider-specific
applications that run in the Procedural Applicatiemvironment (PAE) which can manipulate media streand the
Content Guide.

Person-to-Person Communication Enablers (Managed Neork Model only): These include interface to various
communication services, such as multimedia telepharesence, chat, messaging, caller ID notificatéic., for
service blending with IPTV related services.

IPTV Service Profile: This functional entity holds the IPTV User Profitet is associated with the user’s IPTV
subscription with an IPTV Service Provider. The YWPUser Profile is consulted by the IPTV Service \Rder when
the user requests an IPTV service. The IPTV Usdiil® can be updated by the IPTV Service Provatewell as
by an authorized end-user, if allowed by the IPTe&n&e Provider.
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User Database The central database of Subscription profiles,agad by the Service Platform Provider. The
nature of this may vary between managed and unnedragstems, and would typically includes dataithabt
IPTV service specific such as authentication infation, communication related information, etc.

The Content Delivery Network (CDN): This is a fundamental functionality in an IPTV Cegblution. For CoD, it
allows the optimization of the network use throagtiistribution of the media servers in the physieivork, and
the optimization of the storage resources throughpaularity-based distribution of the content oa thedia servers.
This results in having popular content massivesyriiuted on media servers at the edge of the nkt{as close as
possible to the customer) while less popular cdraemdistributed on a reduced number of mediaessr¥or
scheduled content, it enables the support of erdthservices like Personal Channel (PCh) and Net®erkonal
Recording (nPVR).

Multicast Content Delivery Function: This entity is responsible for delivery of contanmd generic data to the
OITF by means of multicast, using multicast streamd the multicast data channel respectively. énctimtent
streaming case, this is the so-called head enticldata case it is the source of the multicast dadnnel.

Fast Channel Change/Retransmission ServerThe functional entity that delivers ancillarytaafor multicast
streams when triggered by the OITF, in the condéRCC/RET service

Network Attachment: This functional entity includes the functions asated with provisioning of IP addresses,
network level user authentication and access n&taamfiguration. For the unmanaged model, this fiancis
provided by the user’'s access network provider.

Transport Processing Function:This functional entity includes the functions negdo support real-time multicast
and unicast streams, optimizing network usagearptiysical network, and enforcing related traffdtigies coming
from Resource and Admission Control.

Resource and Admission Control (Managed Network Moel only): In a managed network, Resource and
Admission Control provides policy control and resmureservation for the required transport resayrioe both
unicast and multicast delivery. In this capacitynieracts with the authentication and sessionagament
functional entity and the Transport processing fiamc

Charging: This functional entity includes the charging metbkms at the platform level available to all th&VP
Service Providers, for all the users managed bystheice Platform Provider. The charging subsyatehiects
network and platform related events that can ke laged for billing and statistical analysis pugmsThe IPTV
service providers are free to build their own hilisystems that could be based on common chargingi¢p be
completely independent (e.g. based on the CSP &a%).The IPTV service provider’s billing mechanisare out
of the scope of this specification.

CSP-T Server:This functional entity handles service protection @ontent protection for the CSP-T client in the
OITF. It is used to enable the key management sacg$o implement service protection and conteotgation.

CSP-G Server:This functional entity handles service protectamm content protection for the Content and Service
Protection Gateway (CSPG) in the residential netwdhe solution for service and content protectmspecific to

the IPTV service provider. Therefore, network refere points are not specified by this specificatind interfaces
are defined by the IPTV Service Provider.

Remote Managementin a managed network, this entity provides theeseside functionalities to remotely
manage the residential network devices, for botlvipioning and assurance purposes: the functiomaged relates
to configuration management (including firmware rgatg), fault management (including troubleshootind
diagnostics), and performance monitoring.

Content and Service Key Management FunctionEntity responsible for storing and providing SeeyiProgram,
Content Keys and ECM attached information. Thiscfiom may be physically co-located with other fuons, (e.g.
the Content Delivery Network Controller for Contemt Demand services.) This entity has been identifd
illustrate informatively the separation betweenteahencryption, which is part of content prepamatiand content
delivery.

Content on Demand Encryption Management FunctionBack office Content on Demand function in charfie o
launching Content on Demand encryption using a €drKey. This entity has been identified to illaser
informatively the separation between content ertaygpwhich is part of content preparation, andteahdelivery.

Notification Services:This is the server that generates notificationsefai-users in a form that corresponds to the
IPTV end-user preference. The forms currently suiggoare short message services (SMS), multimedssaging
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(MMS), and IMS instant messaging. Note that thes#ications are not related to the DAE-based ing#ifons on

UNIS-6.

« Emergency ServicesThis is the node that generates emergency mesdagesed for IPTV end users. This node
is not owned by the platform service provider. felaih service providers just interfaces with it bchea applicable
standards which are typically regional and locatature.

* Messaging AS:This is the server that supports the generationdafidery of IMS instant messaging to IMS end
users. This is a part of the person-to-person comication enabler but has been extracted here &oityl

e Other Delivery Networks: This entity represents existing mobile networksdusedeliver MMS and SMS
messages to end users.

» Audience Research CollectarThis entity enables the Service Provider to @blnd retrieve Audience Research
data by exploiting the Transport Processing Fundiiointercept requests from users. How the Tramdprocessing
Function supports this is out of scope of this gmation. It also enables the Service Providerdiieve and
collect the Audience Research data from functieméities such as the IPTV Control, Cluster ConemlIPTV
Application, etc., as well as other functionaliges that receive service status information tigtothe (SIP/RTSP)

signaling path

» Audience Research AgencyThis functional entity collects audience researatadrom different Service
Providers, under the explicit consent of the udéis.usually managed by an external certifiechatity, which
collects audience data across networks, platfoiypss of services and service providers. It carthiseollected
Audience Research data for consultation purposestatistical analysis, data profiling etc. The da@br of
Audience Research Agency is out of scope of thegifipation.

5.2.1.1 Content Delivery Network

The following section describes the internal fuoictil entities and reference points in the CDN fiometl entity.

UNIT-18 UNIS-11

NPI-19

< Content Delivery Network Controller

—NP1-25)
ﬂ

NPI-26

NPI-10

Cluster Controller

NPI-41  NPI-40 UNIT-17U NPI-47

Content Delivery Function >

UNIS: IPTV Service Related Interfaces
UNIT: Transport Related Interfaces
UNI: User to Network Interface

NPI: Network Provider Interface

Functional Entity

Reference Pomt“

Figure 5-3: CDN Architecture

The following is a brief description of the funatial entities that make up the CDN, as depictedgaré 5-2Figure 5-3.

The Content Delivery Network contains three subefioms:
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« Content Delivery Network Controller (CDNC): This functional entity performs clusteselection in the CDN,
based on the request issued by the IPTV Contraitimmal entity. Many instances of a CDN controlteay coexist
in the same CDN. They may interact for the purpmsselecting the right cluster.

» Cluster Controller (CC): This functional entity manages a set of Conteniv@ey Functions (a cluster of CDFs).
o0 Itterminates IPTV service session setup
o It handles content delivery session setup
o It proxies all message exchanges between CDFshand .
0 It maintains the state of the media servers (Caridefivery Functions)

» Content Delivery Function (CDF): This functional entity is responsible for mediagessing, delivery and
distribution, under the control of the Cluster Gotiér.

The following reference points depicted in Figus2Fgure 5-3 are internal to the CDN:

* NPI-10;
* NPI-25;
* NPI-26;
5.2.2  Mapping between HLA and IPTV Domains (informa  tive)

Table 1 provides an informative mapping betweerfuhetional entities depicted in the HLA and th&YPdomains as
defined in Section 4.1.

Functional Entity Domain assignment

Network Attachment Network Provider

Authentication and Session Management (Managed dtktodel | Service Platform Provider

only)

User Database Service Platform Provider

IPTV Control Service Platform Provider

Person to Person Communication Enablers (Managéaddxe Service Platform Provider

Model only)

IPTV Applications IPTV Service Provider

Content Delivery Network Controller Network, Platfoand IPTV Service Providers

Content Delivery Network, Platform and IPTV Service Providers

IPTV Metadata Control IPTV Service Provider

IPTV Service Discovery Service Platform Provider, IPTV Service
Provider

IPTV Service Provider Discovery Service Platfornowrder

IPTV Service Profile IPTV Service Provider

Provider Specific Applications IPTV Service Provider

! The term Cluster corresponds to a logical associaf one or more "Content Delivery Functions" ethshare some
resources (such as location, storage capacity etc.)
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Multicast Content Delivery Function Network, Platfoand IPTV Service Providers
Metadata Storage IPTV Service Provider

Service Access Authentication (Unmanaged Networkidlonly) Service Platform Provider

Charging Service Platform Provider

Cluster Controller

Network, Platform and IPTV Service Providers

Resource and Admission Control (Managed Network &lodly) Network Provider
Transport Processing Function Network Provider
Authentication Proxy (Managed Network Model only) erdce Platform Provider
GBA Single Sign-on Service Platform Provider

CSP-T Server

IPTV Service and Service Platform Provider

CSP-G Server

IPTV Service and Service Platform Provider

Content and Service Key Management Function IPTivi€e Provider

Content-on-Demand Encryption Management Function TVIBervice Provider

RMS Network Provider, Service Platform Providers
Notification Services Service Platform Provider

Emergency Services Law enforcement agencies

Messaging AS Service Platform Provider

Other delivery networks Service Platform Provider

Table 1: Functional Entity domain assignment

5.2.3 Reference Points Description

5.2.3.1 UNI Reference Points

The UNI is expressed as several reference poiats, ef which map to the various functional entitieguired to provide the
necessary support for the end-to-end IPTV serVibe.notation used to identify the reference poirfithe UNI, as well as a
detailed description for all the reference poirgsiescribed later.

Reference Point

Description

n be

13]

UNIP-1 Reference point for user initiated IPTV User Pefilanagement

UNIP-2 Reference point for user initiated profile managehwé Person-to-Person Communication Enabler|
such as presence privacy, resource list managegrenfy management, etc.
Note that group management is included to supperhtanagement of pre-defined groups that ca
reused for several purposes, such as presenceyriy@sence request, messaging, chatting, etc.

UNIS-6 Reference point for user interaction with applicatiogic for transfer of user requests and intéract
feedback of user responses (provider specific GWIIP is used to interface between the DAE an
the IPTV Application Function in both the managed anmanaged models.

UNIS-7 Requests for transport and encoding of contenteguidtadata. The reference point includes the
metadata and the protocols used to deliver thedattaand shall be based on DVB-IP BCG. [Ref

UNIS-8 Authentication and session management for the nethagtwork model.

UNIS-9 Authentication for GBA Single Sign-on
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UNIS-11 Reference point for control of real time streamjegy. control for pause, rewind, skip forward).shi
reference point is optionally secured. The refeegmmint includes content delivery session setup in
case of the unmanaged model.

UNIS-12 Reference point between the AG (see Section 5.8t @etails) and the provider specific application
functional entity. Encompasses two functions:
Signalling and download of applications in a genésirmat. (Subject to standardization)
Interaction of generic applications with the prardietwork. (Not subject to standardization)

UNIS-13 User Stream control for multicast of real time eontand data for the managed network model. The
protocol used on this interface is IGMP. [Ref 10]

UNIS-14 Reference point used for authorization of servimeas for the managed and unmanaged network
models.

UNIS-15 Reference point to the IPTV Service Discovery FBhtain information about IPTV services offered
by an IPTV Service Provider

UNIT-16 Network attachment functions connected to thisregfee point include: DHCP Server and Relay.

UNIT-17 Content stream including content; content encrypffor protected services) and content encoding

This reference point can be used for both multiaastunicast (UNIT-17M and UNIT-17U,
respectively). This could be RTP and HTTP (unicesy). It includes the FCC/RET RTP packets
issued by the FCC/RET server. It can also be usekidirectional RTP-based transfer of voice and
real-time video with predefined formats, i.e., ngetti support conversational multimedia
communications.

UNIT-18 Performance monitoring interface for reporting pleeformance monitoring results. A possible
protocol is RTCP. This interface is also used foOR control interaction to and from the FCC/RET
server

UNIT-19 Multicast Data Channel. Used to deliver data ofedént kinds to the OITF by means of multicast.

This reference point can carry discrete data thaairied over unicast through e.g. the interfaces
UNIS-6, and UNIS-7. Other uses e.g. UNI-RMS areeatuded.

UNIS-19 Reference point to the IPTV Service Provider Digagvunctional entity to obtain the list of Service
Providers, and related information.

UNI-RMS Remote Management of end user devices (based @Shdé-orum TR-069Ref 1] framework and
related extensions based on DVB-IP-RMS specificatio

UNIS-CSP-T Rights management for protected content — includisygmanagement and rights expression.

UNIS-CSP-G Reference point to support a service and contertegtion solution which is specific to IPTV Service

Provider. This interface may be used to obtaimes for purchased/subscribed content, control
content and service protection system and alswatationtent.

Table 2: UNI Reference Points

5.2.3.2 Network Reference Points Description

Reference Point | Description

NPI-1 Reference point between the Service Access Auttagitn FE and the User Database.

NPI-2 An optional reference point allowing interactiortween IPTV Applications and the IPTV Control
FE. This is not subject to standardization.

NPI-3 The reference point between Authentication Sedsianagement and Person-to-Person
Communication Enablers. (This is the ISC interfdeéned by 3GPP) [Ref 15]

NPI-4 Reference point for routing of IPTV service relatedssages to the IPTV Control Point. This is the
ISC reference point defined by 3GPP [Ref 15].
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NPI-6 This reference point allows the IPTV Control Pdimtetrieve the subscriber’s IPTV-related servic
data when a user registers in the IMS network. @ubfect to standardization)

NPI-7 This reference point allows Person-to-Person Apgii Enablers to retrieve the subscriber’s IMS
data from the User Database. This is the Sh irterfiefined by 3GPP [Ref 15].

NPI-9 This reference point allows the IPTV Control Pdimtetrieve the subscriber’s IMS-specific data
from the User Database. This is the Sh interfa@eid by 3GPP. [Ref 15]

NPI-10 An optional reference point for the allocation/die@ation and control of content for a specific
unicast session. This reference point is interméhé CDN.

NPI-11 A reference point for sending events and chargifigrimation. This is the Rf reference point defin
by 3GPP [Ref 15].

NPI-12 This reference point allows the Authentication &a$sion Management FE to retrieve the
subscriber’s IMS data from the User Database asteaopthe user's IMS registration. This is the G
interface defined by 3GPP [Ref 15].

NPI-14 Same as NPI-11

NPI-15 This reference point controls the Resources andigglan Control. It is the Gq’ interface defined &
ETSI TISPAN. [Ref 15]

NPI-16 Reference point between the Transport Processingtion and Resource and Admission Control.
is the Re interface (Diameter based) [Ref 15]

NPI-17 Reference point between the IPTV Applications d&dIPTV Service Profile.

NPI-18 Reference point between the Service Access andefttitation FE and the IPTV Applications. Thi
is only used in the unmanaged network model

NPI-19 This reference point is used for unicast sessiorobbetween the Authentication and Session
Management and the Content Delivery Network Cotgrol

NPI-20 This optional reference point allows the retriedaCG data. (Not subject to standardization)

NPI-21 This reference point allows the GBA Single Signfanctional entity to validate user credentials

NPI-25 This reference point allows proxying unicast contnessages to locate the appropriate Content
Delivery Network Controller FE. This reference pdminternal to the CDN.

NPI-26 The reference point allows the Content Deliverywdek Controller to delegate the handling of a
unicast session to a specific Cluster Controlldis Teference point is internal to the CDN.

NPI-27 The reference point between the Authentication YPemnd the GBA Single Sign-on node allows th
proxy to retrieve a user key for authenticationposes.

NPI-28 This reference point is used to push the user aaagsabilities to the Network Attachment and the
RAC. This is the e4 interface defined by 3GPP [Rgf

NPI-30 This reference point supports the IPTV Service RievDiscovery step of the service discovery
procedure for managed model. This is the ISC iateridefined by 3GPP [Ref 15].

NPI-32 Reference point between the ASM FE and the IMS agisg AS. (This is the ISC interface define
by 3GPP) [Ref 15]

NPI-33 Reference point allowing interaction between IPTpphcations and the IPTV Metadata Control H
This is not subject to standardization.

NPI-34 The reference point between the IMS messaging sengtthe notification services. It is based on
IMS SIP as defined in 24.229.[Ref 18]

NPI-36 This reference points allows access to notificatiervices. It is based on Parlay X -API as define
by (http://www.3gpp.org/ftp/Specs/html-info/29-swgihtm).

NPI-38 This reference point between notification serviaed multicast and delivery control function
supports multicast traffic for emergency serviced s FFS.

NPI-39 This reference point between emergency servicestendotification services is local and regional

specific.
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NPI-40

Content Delivery Function (CDF) Stream control fiaulticast of real time content for the manage
network model. The protocol used on this interfiad&MP. [Ref 10]. This interface is optional.

NPI-41

Content stream including content; content encryp(for protected services) and content encodin

This reference point is used for multicast deliva@rye protocol used on this interface is RTP. This

interface is optional.

NPI-42

This reference point between the IPTV Applicatiowl she Multicast Content Delivery Function
supports multicast traffic for notification serviceelated to scheduled content.

NPI-CSPT1

Reference point to confirm whether a Marlin contez@nse can be issued for the request receive
via UNIS-CSP-T.

[®X

NPI-CSPG1

Reference point to allow the CSP-G Server to beigianed with entitlement information by IPTV
Applications.

NPI-CSPGla

Reference point to allow the CSP-G Server to beigianed with entitlement information by the
IPTV Service Profile.

NPI-CSPT1la

Reference point used by the Marlin DRM system tiuide business information or a reference to
business information into a DRM request (e.g. lgmerequest) as requested via UNIS-CSP-T, an
the subsequent confirmation and retrieval of thisifiess information when the DRM request is
consumed.

)l

NPI-CSPT2

Reference point, used in the managed network mtalettrieve information on the appropriate
cluster controller in the Content Delivery Netwahlat will serve a particular request for purchase
or subscribed-to content. This chosen cluster oflatrwill be contacted by the CSP-T Server
functional entity via NPI-CSP3. This interface s specified by this version of the specification.

[®X

NPI-CSPT3

Reference point to retrieve the appropriate enmydtey needed to prepare a Marlin content licef
for the chosen content. It is the content encrypkiey for downloadable content or the key that
encodes the Marlin short term key message thatomnthe key that encodes the streaming medi
This interface is not specified by this versiortha# specification.

nse

o

NPI-43

Reference point that provides GBA authenticatiormaaism to the Service Access Authenticatio
Function.

NPI-44

Reference point where the encrypted content iggton the content storage entity for delivery by
the Content Delivery Function. This interface is specified by this version of the specification.
This interface has been identified just to illusgrenformatively the separation between content
encryption, which is part of content preparatiamd aontent delivery.

NPI-45

Reference point where the content Service, ProgragnContent Keys and ECM attached
information are provided to the CoD Encryption Mgement Function. This interface is not
specified by this version of the specification. § hiterface has been identified just to illustrate
informatively the separation between content ertawygp which is part of content preparation, and
content delivery.

NPI-46

Reference point where the content Service, ProgragnContent Keys and ECM attached

information are provided to the Multicast Conterli®ery Function for multicast stream Encryptign.

This interface is not specified by this versiortla# specification. This interface has been idesifi
just to illustrate informatively the separationweén content encryption which is part of content
preparation and content delivery.

NPI-47

Reference point where the On Demand Content ibédetby the Content Delivery Function for
delivery. This interface is not specified by thexsion of the specification. This interface hasrbee
identified just to illustrate informatively the sspation between content encryption, which is part
content preparation, and content delivery.

NPI-AR-01

Reference point for providing static audience @ddtaut users who have opted-in. It includes cont
metadata and user related information stored ilRA& Service Profile.

ent

NPI-AR-02
NPI-AR-02’
NPI-AR-02”

Reference points for collecting the informatioreitepted by the Transport Processing Function,
IPTV Control, the Cluster Control or other FEs lzhea different criteria, e.g. the events triggered
by the Audience Research Collector, event detdobed other FEs, the deployment done by the
service provider etc.

Note: The IPTV Control can retrieve the Audience Reslealata from the ITF or the Cluster
Controller using existing SIP messages such ashN#P, MESSAGE, INVITE or PRESENCE.

the

NPI-AR-03

Reference point used for exposing the Audience &ekealata to the Audience Research Agency.
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Table 3: Network Reference Points

5.3 Residential Network High-Level Architectural Ov  erview

The architecture of the consumer domain (referoduereafter as the residential network) is as shovirigure 5-4 and
composed of 5 functional entities, with well definaterfaces between them, and where each fun¢tmtiy includes a
number of functions. As shown in Figure 5-4, thérercollection of these functional entities isledlthe IPTV Terminal
Function (ITF).

The residential network architecture is designed to
*  Support multiple deployment scenarios.

« Allow non-IPTV applications to co-exist with IPT\érvices, but be able to execute independently tfePTV
service.

The architecture chosen to comply with the abowejsicted in Figure 5-4 below.

There are two main interface groups between thé&@Beisal Network and the Provider(s) Network domadlire HNI-INI and
the HNI-AMNI. The mapping between these key funmibgroupings and UNI reference points is depiatefigure 5-4.

Note also that, while not shown explicitly in Figus-2,, all communications are mediated by the Wyakeway.

ITF :
— onipz  HNIINI
OITF = Application UNIS-6
Gateway (AG) e
HNI-INI-AG N U
Functional UNIS-15
Entity myerad
UNIT-18
HNI-AGI HNI-AGC UNIS -12
I , |Broadband
IMS Gateway UNLS { \ N\%VAVRIrk
HNI-IGI Functional UNI-9
Entity (1G) UNI-RMS
CSP Gateway
Functional Entity HNI-AMNI
HNI_CSP (CSPG) UNIS-CSP-G
HNI-DM WAN Gateway UNIT-16
Functional Entity UNI-RMS

—— |

Residential Network

Figure 5-4: Residential Network Architecture

Below is a brief description of the functional ¢iet in the residential network:
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Open IPTV Terminal Functional Entity (OITF)

The OITF includes the functionality required to @& IPTV service for both the unmanaged and thegethnetwork
models through the HNI-INI and HNI-IGI interfaces.

» To access the IPTV services using the unmanageelirtbeé OITF only needs to use the HNI-INI inteda@hus,
the minimum set of functional entities needed toeas unmanaged IPTV services are the OITF and #isd W
Gateway.

» To access IPTV service using the managed netwodemmthe OITF needs to use both the HNI-INI andHihd-
IGI interfaces. Thus, the minimum set of functioeatities needed to access the managed IPTV seraieghe
OITF, the IG and the WAN Gateway (as it provides pinysical connection between the residential nétwod the
WAN). The HNI-IGI interface requires special prdien, as it carries credentials/secrets.

The OITF has its own direct user interaction (egmote control, keyboard) and audio/video rendgsind, optionally,
grabbing functionalities (e.g. display, speakeasneras, microphones) or can be directly connectttdother audio/video
rendering/grabbing devices without passing througime network communication.

All Residential Network deployments will have aa$t one instance of the OITF.

The OITF may include functions to allow Open IPTor&M defined services to be accessed on DLNA dsyRef 2].

IMS Gateway Functional Entity (IG)

The IG includes the necessary functionality towalém OITF device to access managed network senbhesed on an IMS
core network, through the HNI-IGI interface. The pévides an IPTV end user with access to managesonk IPTV
services and to blended person-to-person commioricsérvices such as Chat, Messaging, Presenc&ugiport for
unsolicited notification is also included for susdrvices as Presence, Caller ID, etc.

The IG is able to offer its functionality to the AG the HNI-AGI interface.

Support for new or enhanced applications can Hezeebby a firmware upgrade to the IG without ampacts on the OITF
functionality.

In a device that implements both the OITF and I&uke of the HNI-IGI interface is optional.

Application Gateway Functional Entity (AG)

The Application Gateway (AG) is an optional gateviiayction that incorporates a procedural languaget application
execution environment where applications can betelydownloaded for execution. This functionalgyrequired by
certain service providers that wish to have gemmacedural language based applications relateth@lated to IPTV
services downloaded for execution in the home enwirent. Examples of applications related to IPTWises include an
EPG generating a remote Ul; proxying for signajimgtocols when not involving SIP, and when cliemd Zerver are not in
same |IP domain; support for proprietary or nongdad content download protocols (where the AG hdsaddntent storage
capability); insertion of personalized advertiseteén media stream; and full blended person-togrecommunication
services (e.g., videoconference using a TV setdispday). An example of an application unrelat@dRTV services is one
that collects alarms from home devices.

To interface to the AG, an OITF uses the HNI-INI-A@erface. The HNI-INI-AG is a selection from theference points in
the HNI-INI interface, in addition to the suppoot fdiscovery of an AG by an OITF.

When present, the AG, through application runnmthe executable application environment, can perfany of the
following functionalities:

e Manipulate media streams.
Note that for protected content, this is only adde&l when the AG and the CSPG are combined irathe device
and that the Release 2 Solution [Ref 45] does efiel the routing of media content (for the purgosemedia
control) via an AG which is not also a CSPG.

» Filter Content Guide (CG) data; insert its own Cagad
Note that in the Release 2 Solution [Ref 45], ithisnly addressed where the resulting content gsidetput from
the AG to the OITF in the form of a remote Ul. TRelease 2 Solution does not define how an AG mgyuCG
data in Broadcast Content Guide (BCG) format t@&RhF, or how an OITF may discover that BCG format
information is available from an AG.

e Support proprietary applications through a RematerUnterface (RUI).

Copyright 2011 © The Open IPTV Forum e.V.



Page 39 (236)

e Support for proprietary or non-standard contentmload protocols
» Support advanced blended communication services.

When the AG is deployed in a device with local dniap rendering (e.g. combined with an OITF), agilans running in the
PAE can offer a wide range of applications andisesvdirectly using that local graphics renderipgism without using a
remote UL.

The AG is able to make use of the services of @heih the HNI-AGI interface. This interface is ra#fined in the Release 2
Solution [Ref 45]; however, where an AG and an O#F& combined in the same device, the device mayhesHNI-IGI
interface for both DAE and PAE applications

Content and Service Protection (CSP) Gateway Funahal Entity (CSPG)

The CSP Gateway (CSPG) is an optional gateway ifumattentity that provides a conversion from a eobiand service
protection solution in the network to a secure antitated channel between the CSPG and the OITF.

WAN Gateway Functional Entity (WG)

The WAN Gateway function supports the physical @mtion between the residential LAN and the Accessvdrk WAN.
A WAN gateway functional entity will exist in allegpployments although not all its functions will kegjuired in all cases.

53.1 Residential Network Functional Entities

The following is a more detailed description of tlgious functional entities identified above.

For ease of understanding of the detailed functidescription of the residential network, this dfieation uses a stepwise
build up of the residential network functional éie comprising of the following steps:

e OITF and WAN Gateway (WG)
« OITF, WG and IG
* OITF, WG, IG and the optional functional entitie&fA&nd CSPG

Note that this build-up of functions does not imghigt these combinations of functions are the delyloyment options
possible. Each of OITF, IG, AG, CSPG and WAN Gatgfuectional entities may be deployed as separaysipal devices
in the residential network or in combinations orymat be deployed at all in the case of the optientities AG and CSPG
as described in Section 5.3.4.
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5.3.1.1 Open IPTV Terminal Functional Entity (OITF)

HNI-INI
OITF 777777 —— i UNIT-19
e e e ccmmmecceee H
| User Profile Management | UNIP-1,UNIP-2
| Performance Monitor Client | UNIT-18

UNIS-11
UNIS-13, UNIS-14

Stream Session Management

and Control
UNIT-17
Stream Transmltter/Recelver
Codecs H Decrypt |
UNIS-CSP-T
CSP |
| UNIS-6

UNIS-15, UNIS-19

IPTV Service Discovery |

| DAE

. UNIS-7
Metadata CG Client
UNI-RMS
| Remote Management client |
' OITF Embedded Application !
1l ' oA i1 content | WAN Gateway (WG)
\ Functions + + Download | FTTTTTTTTS UNI-RMS
[P [ TSP QoS ' RMS3 !
1 -: """"""
NIT-1
! Internal Storage : \GMP Attachment U 6
1 System |
[ Support
I ST _ F---------= | LAN/WAN
! " Device ! HNI-DM : UPnP ! Gateway
1 Management , + Control Point 1
| TCP/IP i ucMC
1 Conversion
leceeccaaeea ]

Figure 5-5: OITF functions and interfaces exposed
TheOITF functional entity shown in Figure 5-5 includes thidwing functions:

User Profile Management Manages subscription information associated wiipecific User, e.g., viewing preferences.
The user profile management functions include thlityato create, fetch, modify, delete, replaceiugrofiles.

Stream Session Management and Contrpllnitiates and terminates content delivery sessidanages content delivery
sessions, including trick play control of unicaseams and multicast stream control. It applielsath the unmanaged and
the managed models.

Stream Transmitter/Receiver. Receives streamed content from the network aciddles stream buffering in the case of
progressive download. It also transmits real-timéi@and video in the case of multimedia telephdihe function applies
to both the managed and unmanaged models, althdifigrent technologies might be chosen for eaclecas

Codecs A/V codecs for all streamed and downloaded conteiricludes decoding, scaling and rendering fuomi

CSP: Client side key management for the terminal ¢empproach to service protection and content ptime. Enforces
content usage rules in the client. It applies tthlibe managed and the unmanaged models. See G8Ragdunctional
entity for the alternative gateway centric approtckervice and content protection.

Content Download Reception of content downloaded to the clienton-real time. Content download might be unicast or
multicast. For multicast, the MDTF is used. Lodakage is required for content download. It appieeboth the managed
and the unmanaged models. This function is optional

MDTF (Multicast Data Terminating Function) : This function receives generic data sent ovettinadt. Content types that
can be distributed to MDTF include Content Guidtagdatatic DAE content, video content, interacyivitformation,
notifications, software releases and patches.
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Decrypt: Removes any encryption applied to the conterdeuthe control of the CSP function. This functismot used for
unencrypted content. It applies to both the managekthe unmanaged models.

Declarative Application Environment (DAE): A declarative language based environment (broviszsed on CEA-2014
[Ref 3] for presentation of user interface anduddahg scripting support for interaction with netlwaerver-side applications
and access to the APIs of the other OITF functions.

The specification of the DAE declarative languageimnment including the APIs available to the déoanled applications
is within the scope of the Forum.

The DAE can also query, internally to the OITF, Metadata-based Content Guide Client in order traekany data it may
contain.

The downloaded applications that run in the DAE@mesidered to be Service Provider specific ancefbee will not be
defined by the Forum’s specifications.

Metadata-based Content Guide ClientClient for metadata-based content guides. Theintface including the
presentation of metadata-based content guide i§ @€hdor dependent and is out of scope of thisifpation. This
function may also make the metadata available sideatial Network devices via the DLNA Functiongdtion. It applies
to both the managed and the unmanaged models.

Remote Management Clientprovides the client-side functions to remotely agathe OITF, for both provisioning and
assurance purposes. The functions provided redaterifiguration management (including firmware gutg) and fault
management (including troubleshooting and diagosstiWhen realized as standard TR-069 client,asube UNI-RMS
interface (providing also performance monitoringherwise, remote management is supported as adpfiication which
uses the UNIS-6 interface.

IPTV Service Discovery Function for discovering IPTV Service Providersl aalated services. It applies to both the
unmanaged and the managed models. Note that diffaspects of DVB SD&S [Ref 4] may apply to thefetiént models.

Integral Storage System Storage for content download and PVR based funstidhis function is optional but will be
required if Content Download is supported.

DLNA Functions: Implements DLNA DMS [Ref 2] functions to expose atistribute content in a DLNA compliant manner
through the residential network. The DLNA Functidasction may also offer a DLNA DMP [Ref 3] functido locate and
select content available from other DMS in thedestial network. The selected content can be stdaanross the
residential network and rendered by the OITF. Th&lB Functions may also support the DLNA RUI Soucegability
(+RUISRC+) to provide remote Ul content to the DLIRAI Pull controller capability (+RUIPL+), which nde used to
support an ITF Remote Control Function (IRCH)is function is optional.

OITF embedded application This optional function provides embedded appiicet for IPTV services, e.g. local PVR,
using the standardized interfaces which are defasedNI and HNI-IGI. The user interaction with tfisction is OITF
vendor specific

Performance Monitor Client: Client for providing feedback on service qualityor example, pixilation, frame loss, packet
loss and delay (the exact information to be pradideto be specified other specifications). It #ggpto both the managed
and the unmanaged models.

Device Management This function acts as a UPnP Device Managemeaan€C]Ref 42] for remote management operations
such as configuration management (including triggeof a software upgrade) and fault managementu@ing
troubleshooting and diagnostics).

TheWAN Gateway functional entity shown in Figure 5-5 contains thkkowing functions:

LAN/WAN Gateway: Supports the physical termination of the accessorét(e.g. xDSL, GPON etc.) and the layer 2, layer
3 and higher services (such as NAT, IGMP proxyir@)trequired to support IPTV and other servicemirated in the
residential network that share the WAN connection.

Attachment: Attachment function is responsible for the attaeht of the residential network to the Network Ruev.

RMS3: Depending on the provider model, the WAN Gateweay be remotely monitored and configured by theessc
service provider. The RMS function supports therigice to the remote manager (i.e. TR-069 CWMP temmanagement
protocol [Ref 1], plus TR-098 device data modelf[B&] with possible extensions.)
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QoS: The QoS function provides classification, markiregmarking, policing, and queuing of Ethernet #draffic that
goes between the WAN and LAN interfaces. Markind esxmarking of Ethernet priority and Diffserv cogeints (DSCP)
[Ref 6] is supported. Classification can occupthgh a variety of characteristics of IP trafficgluding Ethernet priority,
DSCP, origination and destination IP address, apdiGation protocol.

IGMP Support: Provides the functions for IGMP Proxy and IGMPo8ping. The IGMP Proxy allows multiple in-home
devices in the residential network to be able o fbe same multicast stream. IGMP Snooping igtieeess of listening to
IGMP traffic to allow, when present, the switch'listen in" on the IGMP conversation between hastd routers by
processing the layer 3 IGMP packets sent in a oagtinetwork to avoid flooding (see Section 5.3.3.1

UN/MC Conv: The WAN Gateway may have this function to avaidhe problems due to the low efficiency and
unreliability of multicast on wireless networks.ig function is not specified in the Release 2 SotufRef 45].

UPNP Control Point: The UPnP Control Point [Ref 28] interacts with theénP Device Management Client [Ref 42] in the
OITF for remote management operations.
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5.3.1.2 OITFandIG
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Figure 5-6: OITF and IG
In a device that implements both the OITF and h8,use of the HNI-IGI interface is optional.

The IG functional entity depicted in Figure 5-6lirdes the following additional functions:

IMS Gateway (IG)

Authentication/Session Management Client/ServeResponsible for subscriber authentication andsasgion
management required for managed networks (e.g.ageahlPTV services and person-to-person commuaitagrvices).
The authentication performed by this function &s)used for Content and Service Protection (CSR)ques.

The Authentication/Session Management client/senteracts with the network servers through the 848linterface.

Copyright 2011 © The Open IPTV Forum e.V.



Page 44 (236)

This function includes the implicit connectivityragsion control (CAC) request for the WAN side. &iplicit CAC
function is required on the LAN side.

IG-OITF Server: The IG-OITF server exposes authentication asdisa management client/server functionalitieh®o t
OITF for managed IPTV services and blended persguetson communication application support (eglecid display,
messaging etc.) via HTTP and/or other protocolegsired. If required, the interaction betweenltBeDITF Server and the
OITF may result in a Ul on the OITF display or ttedivery of execution script(s) to the DAE function the OITF.

RMS2: Client application for remote management functiona managed environment. It provides a stanidéedace for
provisioning and assurance tasks on managed dewitlethe 1G function (i.e. TR-069 CWMP remote mgement protocol
[Ref 1], plus TR-104 [Ref 29] IMS data model withgsible extensions). It includes functions for égurfation management,
firmware upgrade, troubleshooting/diagnostics, grenfitnce management and monitoring of IMS/SIP sesvic

Network Discovery. Network discovery function is responsible for tiscovery of an attachment to an IMS service
provider.

DLNA Content Transformation Device (DLNA CTD): This optional function provides media transfotiom, e.g.
transcoding for remote access. The DLNA Contenh3fiarmation Device implements the DLNA Media Infeecability
Unit (MUI) device class or DLNA devices which imptent the DLNA virtual device functionality with ctamt
transformation function.
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5.3.1.3 OITF, IG, AG and CSPG
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Figure 5-7: All Residential Network Functional entties

A residential network with the addition of the aptal Application Gateway and the optional CSP Gatefunctional
entities is depicted in Figure 5-7. This represantssidential network with all the residentialwetk functional entities. The
AG and CSPG are independent optional functionaliesthat may be required in a specific residémigdwork
configuration. The following additional functionseadentified.

Application Gateway (AG)

Procedural Application Environment (PAE): A local procedural language execution environniesed on Java
Connected Device Configuration (CDC) [Ref 34] fBiTV Service Provider specific downloaded appliaaidf required,
these applications can present a Ul via the CEAMJRET 2] based Remote Ul function on the OITF'sBAVhen the PAE
is deployed in a device with local graphics renagiie.g., combined with an OITF), these applicatialso can also directly
access that local graphics system.

Copyright 2011 © The Open IPTV Forum e.V.



Page 46 (236)

The definition of the full capabilities of the PA&within the scope of the Forum’s specificatiohle specification of the
Service Provider specific applications that are bloaded and executed in the environment are outsittee scope of the
Forum'’s specifications.

The PAE is a multipurpose execution environmentabépof supporting many IPTV-specific and geneealises. These
capabilities include support of the following seeviprovider specific applications:

» Media Control: Enables the Service Provider to locally interadptmedia stream (media, control, CSP) for the
purpose of adding or inserting content generatediayed in the AG into that media stream. The af@n of Media
Control shall be under the control of Applicationsning in the PAE via defined APIs.

Note that for protected content, this is only pblesivhen the AG and the CSPG are combined in time skevice
and that the Release 2 Solution [Ref 45] does efiel the routing of media content (for the purgposemedia
control) via an AG which is not also a CSPG

e CG: Client with the following functions:
= Discovery and description of available services eomtent.
= Atleast one of:
* Presentation of an CG on the OITF via the DAE

» Passing all or some subset of the metadata taMlle¢aitlata CG client” on the OITF, depending on the
policy of either the Service Platform Provider loe tPTV Service Provider.
Note that this is not addressed in the Release@fgmtions.

« When present, this application terminates the URiBterface in addition to the CG application ctien
in the OITF, which also directly handles the UNI$&rface.

e IPTV Service Discovery:Client with the following functions:
o Discovery of available service providers.
o Discovery and description of available services emntent.

* Fully blended communication servicesPossibly requiring additional hardware to suppdstaaced applications
such as video telephony. The HNI-AGI interface wlpplications in the AG implementing advanced
communication services to access the Authorizatiwth Session Management functions in the IG.

* RUI Server: This function enables applications running in B#E to serve declarative language applications
running on the DAE in the OITF.

»  Proprietary or non-standard content download protools: Implementation of proprietary, non-standard or othe
service provider-specific protocols in a PAE apgiian.

RMS1.: Client application for remote management funciona managed environment. It provides a stanidéedace for
provisioning and assurance tasks on managed dewittethe AG function (i.e. TR-069 CWMP remote mgement
protocol [Ref 1], plus TR-135 [Ref 30]/TR-140 [R&f] IPTV/storage data model with possible extersjoh includes
functions for configuration management, firmwarguagale, troubleshooting/diagnostics, performanceagament and
monitoring of streaming services.

CSP Gateway (CSPG)

The CSP Gateway is required when a gateway cappooach to service and content protection is gepl@as an alternative
to the Marlin based CSP functions of the OITF. Ause authenticated channel is used between the G&B@&e OITF.

5.3.2 Handling QoS in the Residential Network

The QoS function in the WAN gateway is responsibtehe QoS marking (e.g., DSCP, Ethernet priorityd and out of the
residential network. All nodes in the residentiatwork are responsible for marking the appropnpaterity of originating
traffic.
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5.3.3  Multicast Handling in modem gateway router

Modem gateway router includes transport relatedtfanality such as LAN handling, IP multicast suppetc. IPTV
services require additional functionality to be jsoited in order to ensure efficiency in the home\Lénvironment.

5.3.3.1 Multicast and the Home LAN

It is expected that scheduled content servicesusél IP multicast technology to deliver A/V streadishough IP multicast
is efficient in the Network Provider domain, it Wilause some issues in Residential network enviemnsuch as

e Flooding to unnecessary segments

Gateway routers broadcast incoming multicast padioeall ports, resulting in unnecessary packeitsgoaelivered
to endpoints that are not listeners for that or mojticast stream, and must discard them. Thigsdn is depicted
in Figure 5-8.

Home Router

Figure 5-8: Example of flooding issue

IGMP snooping in the switching function of the hogageway router will solve this issue to some eixtBat if
there is a secondary switch in the residential ogtwhich does not support IGMP snooping, the sesige still
remains, although its severity has been reduced.

» Low efficiency and unreliability of multicast on Yeiess networks (802.11 WLAN) [Ref 7]

Multicast frames can not be transmitted at as highte as unicast frames. Also, the reliabilitynofiticast is low
due to the lack of retransmission mechanisms iret.ay

To remedy this problem, it is necessary to perforuaiticast to unicast conversion at the home entiptp The
conversion will be done at Layer 2 or Layer 3 bganing IGMP messages [Ref 8] and managing the meshipe
of multicast listeners.

In this release of the architecture, support of Es8hooping and IGMP proxy [Ref 9] is mandatoryvoid flooding of
unnecessary segments.

5.3.3.2 Local Multicast within the Gateway Router

It is mandatory for home routers compliant to tinishitecture to support local multicasting to avibid consumption of any
additional bandwidth in the last mile when multipled points are watching the same stream. IGMPm@ngean solve that
issue by dropping IGMP JOINs for streams that &emdy available, and ensuring that these streaenseplicated locally
and delivered to these end points.
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5.3.4  Deployment Options

This section describes the allowable deploymeriboptin the residential network, and the servieggpsrted by each
deployment option.

Each of the OITF, I1G, AG and WG functional entitieay be deployed as separate physical devicegiretidential
network, or in combinations as described in thidiea.

5.3.4.1 Services Available in the Residential Netwo  rk

Table 4 shows the services available the residargiavork for each combination of functional ermtti

Functional Entities deployed in | Services available
the residential network

WG OITF | IG | AG
X X Unmanaged network services only are available
DAE applications can be deployed.

X X X Managed network and unmanaged network ses/are
available.

DAE applications can be deployed.

X X X X Managed network and unmanaged network sewiare
available.

DAE and PAE applications can be deployed.

X X X [This deployment option is not defined bydiversion of
the specification]

Unmanaged network services are available.

DAE and PAE applications can be deployed.

Table 4: Services from Functional Entities
Note that the CSP Gateway functional entity isstwwn in this table. Details of the CSP Gatewayaepent can be found
in Section 5.3.4.3

5.3.4.2 Deployment Examples

This section outlines some practical deploymentades. It is not an exhaustive list of all possideployments, but
examples that illustrate how services may be deglaysing new and legacy equipment.

The following terminology is used in this section:

Legacy TV A television without OITF capabilitiesofnection to such a television is via,
for example, HDMI or SCART.

In the diagrams, dashed lines represent optiomalextions.
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5.3.4.2.1 OITF STB

Legacy TV OITF STB WAN Gateway

ﬁ“l

DLNA device

This deployment supports the consumption of unmeshagrvices using a legacy TV. The following desiaee deployed.
« A WAN Gateway: This is a standard modem/routeryjgling access to an unmanaged network via an ISP.

» OITF STB: A set top box implementing the OITF amshgecting to a legacy TV via, for example, HDMI or
SCART.

e Legacy TV: A television without OITF or DLNA capadilies.

Optionally, the OITF STB may act as a DLNA DMS take OIPF-defined services available to DLNA devi¢temay also
act as a DLNA DMP to access content from other DLdd&ices on the residential network.

53422 OITFTV

» WAN Gateway
OITF TV

QqQ---

DLNA device

This deployment supports unmanaged services witheuteed for an additional set top box. The foll@rdevices are
deployed.

« A WAN Gateway: This is a standard modem/routeryjgling access to an unmanaged network via an ISP.
e OITF TV: A television including an OITF.

Optionally, the OITF TV may act as a DLNA DMS to keaOIPF-defined services available to DLNA devidemay also
act as a DLNA DMP to access content from other DLdé&ices on the home network.
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5.3.4.2.3 Combined IG-WAN Gateway with OITF TV

uuuuuu
—TNTTN
-
OITF TV
I 1G - WAN Gateway

I Managed

=n-_J

DLNA device

This deployment supports both managed and unmarssageites, with DAE applications. The following deas are
deployed:

Combined IG and WAN Gateway: A single physical devincluding an IG and modem/router functionality.

e OITFTV: Thisis an OITF TV, as described in thscdment.

Optionally, the OITF TV may act as a DLNA DMS to keaOIPF-defined services available to DLNA devidemay also
act as a DLNA DMP to access content from other DLdé&ices on the home network.

5.3.4.2.4 Combined IG-WAN Gateway with multiple OIT F TVs

h ‘ HNI-IGI
| HNI-INI

HNI-IGI
HNI-INI

Managed

DLNA device OITF TV

This deployment supports both managed and unmarsageites, with DAE applications. The following deas are
deployed:

Combined IG and WAN Gateway: A single physical devincluding an IG and modem/router functionality.

e OITF TVs: These are OITF TVs, as described in dmisument.

Optionally, either OITF TV may act as a DLNA DMSrmake OIPF-defined services available to DLNA desidt may
also act as a DLNA DMP to access content from diHeMA devices on the home network.

Note that one or both OITFs may be deployed inBB Sonnected to a legacy TV, as shown below, imstddeing
embedded ina TV.
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Legacy TV o sTs IG - WAN Gateway
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DLNA device

Managed

5.3.4.2.5 Combined IG-OITF STB and Multiple OITFs

Managed

»
otk TV

HNI-IGI

DLNA device

Legacy TV

This deployment supports both managed and unmarssageites, with DAE applications, presented on 8FFOV and a
legacy TV. The following devices are deployed:

* A WAN Gateway.

e Combined IG and OITF STB: A set top box includi®and OITF functionality that exposes HNI-IGI tdet
OITFs in the residential network. It connects te kiagacy TV using some non-OIPF specified mecharssich as
HDMI or SCART.

e OITFTV: Thisis a TV containing an OITF.

Optionally, the OITF TV and IG-OITF STB may acta®LNA DMS to make OIPF-defined services availabl®LNA
devices. It may also act as a DLNA DMP to accesdgazd from other DLNA devices on the home network.
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5.3.4.2.6 Combined IG-OITF TV

_ | Managed
—— . &

». WAN Gateway
l IG-OITF TV
DLNA device

This deployment supports both managed and unmarssgeites, with DAE applications, presented on 8hFFOV. The
following devices are deployed:

« A WAN Gateway.
e Combined IG and OITF TV: A TV including both IG a@TF functionality.

Optionally, the IG-OITF TV may act as a DLNA DMStake OIPF-defined services available to DLNA desidt may
also act as a DLNA DMP to access content from ofHeMA devices on the home network.

Note that the IG inside the TV may be used by ee®ITFs to access managed services.

5.3.4.2.7 Multiple IG-OITF STBs

Managed

WAN Gateway

DLNA device

Legacy TV

This deployment supports both managed and unmarsageites, with DAE applications, presented on ipleltiegacy TVs.
The following devices are deployed:

* A WAN Gateway.
e Two combined IG-OITF STBs: STBs including both I@daOITF functionality.
Only one IG can be active in the residential nekwairany one time. This limitation may be relaxedifuture specification.

Optionally, each IG-OITF TV may act as a DMS to m&kPF-defined services available to DLNA deviCEsey may also
act as a DMP to access content from other DLNAa@s/on the home network.

Copyright 2011 © The Open IPTV Forum e.V.



Page 53 (236)

5.3.4.2.8 Combined IG-AG-OITF STB and OITF TV

Managed

WAN Gateway

{
- —
| .

»» ! e HNI-INI-AGm— |
OIlTF YTV
I IG-AG -
- = = — — = " OITF STB

DLNA device

Legacy TV
This deployment supports both managed and unmarsageites, with DAE and PAE applications, presemte@n OITF
TV and a legacy TV. The following devices are dgpli

* A WAN Gateway.

» Combined IG, AG and OITF STB: A set top box inchgliG, AG and OITF functionality, that exposes Higl-
INI-AG interface to other OITFs in the residentiedtwork. It connects to the legacy TV using some-@oPF
specified mechanism, such as HDMI or SCART.

e OITFTV: Thisis a TV containing an OITF.

Optionally, the combined IG-AG-OITF STB or the OITW may act as a DLNA DMS to make OIPF-defined sy
available to DLNA devices. They may also act ad &l DMP to access content from other DLNA devicestioe home
network.
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5.3.4.2.9 Combined AG-IG with multiple OITFs

DLNA device

Managed

-

. =HNHIN-AGe= £

oITE TV |

This deployment supports both managed and unmarssgeites, with DAE and PAE applications, presemte@n OITF
TV and a legacy TV. The following devices are dgpli

A WAN Gateway.

Combined AG-IG device: A device including both I8daAG functionality, that exposes the HNI-INI-AGénface
to OITFs in the residential network.

OITF STB: A set top box containing an OITF. It cents to the legacy TV using some non-OIPF specified
mechanism, such as HDMI or SCART.

OITF TV: ATV containing an OITF.

Optionally, the OITF STB or the OITF TV may actaBLNA DMS to make OIPF-defined services availabl®LNA
devices. They may also act as a DLNA DMP to accestent from other DLNA devices on the home network
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5.3.4.2.10 AG-IG, OITF-IG, Multiple OITFs
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OITF STB

Legacy TV
This deployment supports managed and unmanageidesgrand DAE and PAE applications. The followirayides are
deployed:

* A WAN Gateway.

e Combined AG-IG device: A device including both I18daAG functionality, that exposes the HNI-INI-AGénface
to OITFs in the residential network.

 OITF STB: A set top box containing an OITF. It cents to the legacy TV using some non-OIPF specified
mechanism, such as HDMI or SCART.

* IG-OITF STB: A set top box containing both an IGlaan OITF.
« OITFTV: ATV containing an OITF.

In this deployment, there are multiple IGs. Onlgd& can be active in the residential network atpoint in time. The
ISIM application must always be in the AG-IG ingluase.

Note: The applicability of Remote Access to this deph@nt has not been studied.

5.3.4.2.11 Combined OITF-AG TV and IG-WAN Gateway

Managed

DLNA device

OITF + AG IG - WAN Gateway

TV

This deployment supports managed and unmanageidesgrand DAE and PAE applications. The followiryides are
deployed:

* Combined IG-WAN Gateway: A single physical devineluding an IG and WAN Gateway functionality.
e Combined AG-OITF TV: A TV including both an OITFdan AG.
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Optionally, the OITF-AG TV may act as a DLNA DMSmake OIPF-defined services available to DLNA desidt may
also act as a DLNA DMP to access content from diHeMA devices on the home network

5.3.43 CSP Gateway

The optional CSP Gateway (CSPG) functional entitglements content and service protection solutitaimed outside the
OIPF specifications and delivers content to OITSisg a secure authenticated channel between th& @8 the OITF.

Some possible deployment scenarios include:

An IG and CSP Gateway combined device.
An AG, IG and CSP Gateway combined device.

An AG and CSP Gateway combined device.

Note that the media control features of the AGaarly possible for protected content when the AG @&dP Gateway are
combined in one device.

Note that the Release 2 Solution [Ref 45] doegleéihe the routing of media content (for the pugsosf media control) via
an AG which is not also a CSPG.

5.3.5

Residential Network Reference Points

HNI-INI: This is a group of reference points didgatonnected to the OITF to provide applicationdaprotocols
common to both managed and unmanaged models AGaiunction is deployed, the AG may terminate HNIFin
addition to the OITF as described in Section 533.The HNI-INI consists of the following UNI refaree points.

* UNIP-1 (to “User Profile Management”)

* UNIP-2 (to “Person-to Person-Communication Enabléser Profile management”)
e UNIS-13 (to “Stream Session Management and Control”
* UNIS-11 (to “Stream Session Management and Control”
«  UNIS-CSP-T (to “CSP”)

«  UNIS-6 (to “DAE”)

* UNIS-7 (to “Metadata based Content Guide client”)

e UNIT-17 (to “Stream transmitter/receiver”)

* UNIS-14 (to “Stream Session Management and Control”
*  UNIS-15 (to “Service Discovery”)

e UNIT-18 (to “Performance Monitor Client”)

HNI-INI-AG: This interface is a group of referenpeints between the OITF and AG which supports theptation
of the IPTV services to the OITF. Where applicabiés interface uses the same protocols as HNI-dllfollows:
the UNIS-6 reference point always applies betwberQITF and AG. The following reference points nagply
when the AG includes A/V media storage - UNIS-1NIT-17 and UNIT-18. Use of the remaining referepoints
from HNI-INI between an OITF and an AG is not defihin the Release 2 Solution [Ref 45]. Additionathe HNI-
INI-AG interface includes the device discovery mamisms.

HNI-IGI: This interface is between the OITF anda@d provides, to the OITF, access to |G functiangte
adaptation to IPTV services on managed networks.HI-IGI includes device discovery mechanisms.

HNI-AGI: This interface is between the |G and AGIgrovides. To the AG, access to IG functions ler t
adaptation to IPTV services in managed networks. HINI-AGI includes device discovery mechanisms.

HNI-AMNI: This interface is between the IG and thetwork and includes the reference points thategaired in
addition to the HNI-INI reference points, to delivmanaged services.
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* HNI-CSP: This interface is between the OITF and@$G and allows the OITF to access CSPG functaribe
conversion from a content and service protectidut®m to a secure authenticated channel betwee€8PG and
the OITF.

* HNI-AGC: This interface allows access to encrypti@ys.

* HNI-DM: This is the interface between the WAN Gatgvand the OITF to support remote management of the
OITF in the home. This reference point uses theRJIBM protocol [Ref 42].

Note: The mapping between UNI-RMS and HNI-DM will besed on [Ref 43].

54 QoS Framework Architecture Description

The QoS framework is responsible for policy-basadgport control in the access and core networla, ancludes
procedures and mechanisms that handle resourgeatsa and admission control for both unicast emdticast

The Resource and Admission Control (RAC) [Ref E2hie building block responsible for these funddion
The RAC is able to interact with the following termain architectural blocks:

« Authentication and Session Management: RAC recegeg&surce reservation requests and output notiicatthe
status of requests

» Transport Processing Functions: RAC enforces pdjaieceives resource reservation requests andgestize
network status

* Network Attachment: RAC receives the subscribeeas@rofile and location information
The RAC supports QoS resource reservation mecharnisggered in two ways:

* “Push” mode: the RAC pushes traffic policies to ttasport processing functions on receipt of aiestjfor
resource reservation coming from the Authenticasinod Session Management

» “Pull” mode: traffic policies are “pulled” by theansport functions from the RAC on receipt of reseuequests
coming from the Transport Processing Function. (@.gase of IGMP/PIM) [Ref 10] [Ref 11]

The Push and Pull models and related mechanisnmmardinated by the RAC, to ensure the approppatiey enforcement
for both unicast and multicast services (see Appelador details).
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5.4.1 RAC functional description and deployment opt lons

Authentication and Session

Management
—— Gq’
Resource Admission
Control
SPDF
A-RACF
Re
| A-RACF | | A-RACF |
I | I |
SR N |
i i i i Transport
i RCEF ! ' RCEF | Processing
i Bt : i ettt Function
ITF BTF BTF

Transport Access ,—' Transport Remote
access Node aggregation Node

Figure 5-9: Resource and Admission Control Architeture

The RAC functional entities are:

* A-RACF (Access Resource Admission Control Functigeyforms admission control and derives the taffi
policies that are installed in the RCEF-.

e SPDF (Service-based Policy Decision Function):viges a single point of contact for the Autheniimatand
Session Management FE to receive resource resmmvaiijuests and acts as a final Policy DecisiontRoi
Service-Based Policy control.

The Transport Processing Functions involved in @gei1g unicast and multicast flows are:
* BTF (Basic Transport Function): sends and recdi@®4P and PIM messages; and replicates multitess;

* RCEF (Resource Control Enforcement Function): exdfeitraffic policies and builds and forwards adiiss
control requests to the A-RACF;

To maximize performance a distributed architectsifgossible; in particular, depending on operatdicyg, the A-RACF
may be located in any Transport Processing Functioie. All Transport Processing Function Nodes thgdollowing
deployment options:

* BTF only; in this case policies are not enforcethatTransport Node;

 BTF + RCEF; in this case a centralized resourceaaimission control approach is used;

e BTF + RCEF + A-RACEF,; in this case a distributedotgge and admission control approach is used;
The interfaces between the functional entities are:

» RCEF — A-RACF: based on the same protocol as bstdeen the Authentication and Session Managenmeht a
the Resource and Admission Control Function, iiani@ter [Ref 27]. The RCEF - BTF interface can besidered
an internal Transport Processing Functions intetfac

 A-RACF — A-RACF: Inter A-RACF interface when mulipA-RACFs are present. One A-RACF could delegate
the control of a resource to another A-RACF throtigh interface.

A more detailed description of the RAC behavioithvéxamples of specific deployment scenarios,dasiged in
Appendix E.
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5.5 Handling of mobile terminals

Mobile phones acting as an OITF and accessing IRTS/Iservices exclusively via the 3GPP mobile acsbsdl be handled
via the required procedures defined in 3GPP 26[R&7 51].

IPTV services received through the 3GPP2 mobilessshall be handled as defined in 3GPP2 A.S004P5R
and X.S0022 [Ref 53]. For WiMax access, the cowagmg reference is the WiMax Forum’s Network Atelture Release
1.5 [Ref 54].
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6. High Level Signalling Flows (informative)

Many of the signalling flows in this chapter hayesific protocol choices. It should be noted thaise are only examples.

6.1 Network Attachment

Network attachment aims at providing IP addressdscanfiguration information to elements in the €amer Domain prior
to any other action regarding IPTV services. The/igion and management of IP addresses has twoaspgtts.

IP address management within the Consumer NetworKT his deals with the attachment of the 1G, AG an@iFXto the
WAN Gateway. The WAN Gateway could act as a DHCR&eand a NAT. This type of attachment allows fBeAG and
OITF to communicate with each other within the desitial network.

In the unmanaged network model, this allows theFXd send and receive messages from the Internet.

IP address management for communication with the Rwider Network (Managed Network model only):2 cases can
occur

* The WAN Gateway translates the in-home IP addiess iP address recognizable to the provider'seadirg
plan. In this case a NAT is needed.

» The WAN Gateway assigns an IP address to the IGaAdOITF from the managed network’s IP addresgou.
In this case no NAT is needed. Configuration infation (e.g. DNS server) is obtained directly by @& F, AG
and IG.

Note: It is mandatory that the WAN gateway supportsftietionality of translating the in-home IP addesso IP
addresses recognizable to the provider's addrepkngIn this case, a NAT is needed.

6.2 IPTV Service Discovery and Selection

The IPTV Service Discovery is a mechanism to enahléTF to discover IPTV Service Providers and IP3évvices
provided by a specific IPTV Service Provider. Theqedures of IPTV Service Discovery consists offtilewing three
steps which are consistent with DVB-IP Service Disry and the discovery information is based on BEIPESD&S records
for both managed network and unmanaged network.

Step 1. Determination of the IPTV Service ProvideDiscovery entry points.
This procedure is the bootstrap of IPTV Servicecbigry, where the ITF finds the entry point(s) hu t
IPTV Service Provider Discovery functional entifjhe mechanisms to determine the entry point(shean
different between the managed and the unmanagedisadtbr example, in case of the managed model, the
Network Attachment functional entity can provide t? address to start the IPTV Service Provider
Discovery phase.

Step 2. IPTV Service Provider Discovery.
This is the procedure where the ITF retrieves ifiermation about each IPTV Service Provider. This
information is located at the Service Provider Disary functional entity, addressed by the entryni{e)
found as a result of step 1. This information carplovided either as a web page or based on XM, dat
such as a DVB-IP Service Provider(s) Discovery Rech includes the names of IPTV Service Provider(
and related attributes (e.g. a logo image of tlid/IBervice Provider, the means to retrieve IPTWier
Discovery information, etc.). This information wile used by the ITF to perform IPTV Service Provide
selection.

Step 3. IPTV Service Discovery.
After selecting one IPTV Service Provider from tisé obtained in step 2, this procedure allowsl#fe to
get information about IPTV Services offered by sietected IPTV Service Provider. This information is
located at the Service Discovery functional enfitythis step, the term “services” includes lingéaf, CoD,
nPVR, etc. The IPTV Service Discovery informati@nde provided either as a web page or as an XML
record, such as a DVB-IP Offering record with nekdgtensions (including the start-up URL for DAE,
entry point for the DVB-IP Broadband Content GuRiecord and so on).

Note that in the case of 1-to-1 relationship betwéne Service Platform Provider and the IPTV Sercovider, the IPTV
Service Provider Discovery phase (Step 2) wouldrred single record; therefore, in such a deployntbe subscriber does
not have to select the Service Provider and Steguld directly provide the address of the IPTV &an\Discovery
functional entity.
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Note that step 2 and step 3 can be repeated wittemassarily performing step 1.

When the Service Discovery and Selection Infornmatibanges, the IPTV Service Provider Discovery FEPGV Service
Discovery FE should inform the ITF about this chang

The sequence in Figure 6-1 shows a high levelflcall for IPTV Service Discovery followed by calldivs for IPTV service
access, such as retrieving documents for DAE atmigvang content guide metadata. Each call flow retude an optional
authentication step to avoid unauthorized accetsetéPTV services.

IPTV Service . IPTV
Network . IPTV Service IPTV
ITF Provider . L Metadata
Attachment . Discovery Application
Discovery Control

Assume network
Is connected

O Step 1. Determination of the IPTV
f Service Provider Discovery Entry point

Step 2. IPTV Service Provider

IPTV_ Discovery

Service _<

Discovery

Process

< Step 3. IPTV Service Discovery Information
Retrieval of Documents for DAE

IPTV
Service
Access
Process . .
(examples) Retrieval of Content Guide Metadata (BCG)

Figure 6-1: High level steps in Service Discoveryna Service Access
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6.2.1 IPTV Service Discovery and IPTV Service Acces s Procedures for

Unmanaged Networks
This section describes the IPTV Service Discovery Service Access procedures for unmanaged netwaskdescribed in
Section 5.3, the minimum set of functional entitieeded to access unmanaged IPTV services ardTitead the WAN

Gateway; thus, the IPTV Service Discovery and Ser¥iccess procedures for unmanaged network arershereafter
considering only these entities.

6.2.1.1 High Level Procedure

IPTV Service .
Network . IPTV Service Metadata IPTV
OITF Provider . L
Attachment . Discovery Control Application
Discovery

0. Network Attachment

1. Determination of the IPTV
Service Discovery entry point

2. IPTV Service Provider Discovery
(finds out about all IPTV service providers)

3. IPTV Service Discovery

4. IPTV Service Access

Figure 6-2: High level steps for Service Discovergnd Service Access for unmanaged networks

The IPTV Service Discovery and IPTV Service Acgasscedures for an unmanaged network comprise a auailsteps, as
shown in Figure 6-2:

1. Determination of the IPTV Service Provider Discgventry point

2. IPTV Service Provider Discovery

3. IPTV Service Discovery

4. IPTV Service Access (e.g. Access to the Contentl&divia metadata or web page)

These steps are described in detail below.

0. Attachment to the network, where the OITF olgaionnectivity to the unmanaged network throughteN
Gateway

1. Determination of an IPTV Service Provider Disegrentry point. This is an internal process in@iéF.

2. The OITF initiates the IPTV Service Provider @igery using this entry point. In this step, th&WPService

Provider Discovery functional entity provides tiet bf IPTV Service Providers and information tisatised in
the next step (e.g. IPTV Service Provider namedéress, protocols to be used)

3. The OITF initiates the IPTV Service Discovernythis phase the OITF selects an IPTV Service Eamand
obtains the list of IPTV services available fromattlpecific IPTV Service Provider

4. The OITF can select and access an IPTV ser@igeaccess the Content Guide.
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6.2.1.2 Determination of the IPTV Service Provider  Discovery entry points

For unmanaged networks, the OITF determines thg point(s) with the following options. There is pdority order for
these options.

e Manual

The End User manually enters a URL or an IP ad{freds The OITF should provide a means to allowsise
enter an entry point easily, e.g. bookmark, or défdRL and the means by which this is achieve@IiEF vendor
dependent.

* Pre-Configured
Optionally, all the necessary information can be-gonfigured in the OITF.
» DHCP Configuration

Optionally, the OITF retrieves provider discoventrg points via DHCP configuration parameters. Tadild be
provided by the ISP to which the residential netnmonnects.

6.2.1.3 IPTV Service Provider Discovery

The OITF requests the information on the availdBIEV service providers from the IPTV Service Praridiscovery
functional entity via HTTP(S).

IPTV Service .
OITF Provider P EiEs
; Discovery
Discovery

1. HTTP(S) request for IPTV service
provider discovery information

v

2. HTTP(S) response of IPTV service
provider discovery Information
Response (Set of SPs SD Service-
URI & related information like icons)

A

Figure 6-3: IPTV Service Provider Discovery for unnanaged networks

6.2.1.4 IPTV Service Discovery
The Service Discovery Record can be delivered vidP{S) as XML data(DVB-IP SD&S Record) or as a Web Page.

IPTV Service .
OITF Provider IPT.V SEMIEE
. Discovery
Discovery

1. HTTP(S) request for IPTV service
discovery information (R-URI=IPTV SD Service-URI)

v

2. HTTP(S) response of IPTV service discovery
information (List of Services, CG Address, etc)

d
<

Figure 6-4: IPTV Service Discovery for unmanaged revorks
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6.2.1.5 IPTV Service Access

The following figure shows the call flow for obt#ig the Content Guide, which is an example of IPSEWice access.

Metadata IPTV
Sl [ Control } [Application}

4 1. HTTP(S) Request for Content
Guide information
Retrieval of
gsmg;;g;de 2. HTTP(S) Response of Content
Guide Information (DVB-IP BCG
XML data)
-
1. HTTP(S) Request for Content
Guide information (Web)
Retrieval of
Content Guide
as Web page 2. HTTP(S) Response of Content
Guide Information (XHTML data)
- .

Figure 6-5: IPTV Service Access for unmanaged netwks

6.2.2 IPTV Service Discovery and IPTV Service Acces s Procedures for
the Managed Model

This section describes the IPTV Service Discoveny Service Access procedures for managed netwdskdescribed in
Section 5.3, the minimum set of functional entitiegded to access the managed IPTV services a@Tiie the IG and the
WAN Gateway; moreover, the AG can be introducedraeptional functional entity in some deploymentiaps.

The IPTV Service Discovery and Service Access piapes are shown hereafter, starting from a higketlprocedure
description and then detailing two cases baseavordifferent deployment options. Section 6.2.2 @veithe case where
just the IG is deployed, while Section 6.2.2.3 diéss the case where the AG is also deployed tegstfih the 1G.

Although the flows depicted in this section exglicshow the HNI-IGI based communication betweesn@TF and IG, it
must be noted that in the case where a device imgiés both the OITF and IG, this type of commuimicaiay not be
required.
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6.2.2.1

High Level Procedure
Network IPTV Service IPTV IPTV App
OITF IG ASM SSO AP Provider Service Metadata
Attachment . .
Discovery Discovery Control

0. SPP Attachment

1. Discover IG

2. IMS Registration

3. GBA Bootstrapping Procedures

4a. IPTV Service Provider Discovery (finds out about all IPTV Service Providers)

4b. IPTV Service Discovery

5. IPTV Service Access

Figure 6-6: High level steps for Service Discovergnd Service Access for managed networks

The managed network Service Provider Discovery ¢@®p a number of steps as shown in Figure 6-6:

4a.

4b.

5.

Attachment to the Service Platform provider (5PP

Discovery of the IG. The OITF is turned on attiains the entry point for the IPTV Service Proviléscovery
from the IG. The determination of the IPTV Servitmvider Discovery entry points can be achievea in
number of ways e.g. pre-configuration of the IQusing a specific event package, the service prodideovery
request can be forwarded to the appropriate SeRiiceider Discovery FE.

Registration with the SPP (IMS Registration)
GBA bootstrapping procedure

IPTV Service Provider Discovery: The OITFiaties the IPTV Service Provider Discovery. The ferv
Provider Discovery FE provides the list of IPTV @ee Providers and information used for the negpse.g.
IPTV Service Providers’ name, IP address, prototmlse used).

IPTV Service Discovery: The OITF initiates tRIV Service Discovery. In this step, the OITF s&dean IPTV
Service Provider and obtains from the Service DiscpFE the list of services available from thagdfic IPTV
Service Provider.

The OITF can select and access an IPTV sereige,access the Content Guide, via metadata ebgage.

In the case where there is a 1-to-1 relationshipvéoen the Service Platform Provider and the IPT¥i8e Provider, the
Service Provider Discovery phase will return a Engcord; therefore, in such a deployment, thessuiber would not select
the service provider and the initial response twiSe Provider discovery could return the addrdst® Service Discovery
functional entity.
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6.2.2.2 IPTV Service Discovery and Service Access f or Residential networks with an
IG

6.2.2.2.1 High Level Step 4a — IPTV Service Provide r Discovery

IPTV Service

OITF IG ASM IPTV Provider

Control .
Discovery

1. HTTP(S) Request for IPTV
Service Provider information
| -

»

2. SIP: SUBSCRIBE R-URI=IPTV SPD Service-URI
(Event= IPTV-SPD-event-package, OITF specific information)
|

Validate originating iFC
for service access

3. SIP: SUBSCRIBE (R-URI=IPTV SPD Service-URI)

4. SIP: 200 OK
>

<

5. SIP: 200 OK

<«

6. SIP: NOTIFY (Set of IPTV SPs SD Service-URI and
Arelated information such as icons...)

7. SIP: NOTIFY (Set of IPTV SPs SD Service-URI
and related information such as icons, protocol and
address to be used for Service Discovery ...)

<«

8. SIP: 200 OK

v

9. SIP: 200 OK

v

10. HTTP(S) Response (Set of IPTV
SPs SD Service-URI and related
information such as icons...)

d
<

Figure 6-7: IPTV Service Provider Discovery for a nanaged network

The call flow in Figure 6-7 shows the case wheee@HTF requests, via the IG and the ASM, informatdout the available
IPTV Service Providers from the Service Providesdvery FE

Assumptions for this signal flow are that:
* The IG is registered with the SPP.
e The SPP has configured the IG.

* The IG knows the service URI of the IPTV Service\Rder Discovery FE. This FE's service URI as veslthe
protocol to use to access it may be well known withe SPP domain.

In signals 2-7 the IG obtains a list of IPTV SeevRroviders available via the SPP. The resultisfghase (step 10) is the
retrieval of the list of IPTV Service Providers amthted information (e.g. the IPTV Service Providd@ame, IPTV SPs SD
Service-URI (address of IPTV Service Discoverytghtiprotocol to be used for Service Discovery).

It is recommended that a well known Public Servitentifier (PSI) is assigned for the IPTV Servicgewder Discovery
functional entity. This well known PSI, which isS8P URI, simplifies the remote configuration of I&sd allows IMS
routing to be fully exploited.

The User Database is configured with the origirafitter criteria necessary to route the SIP SUB&ERmessages from
authorized users to the correct FE. In order suenthat unauthorized users do not get accebe t8drvice Provider
Discovery FE, the PSI should not be configurechemDNS of the Service Platform Provider.

HTTP can optionally be used in this signal flow.
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6.2.2.2.2 High Level Step 4b — IPTV Service Discove ry

This procedure can be performed via the use of HEE&RBe 1), or IGMP/multicast (case 2), dependintheriprotocol to be
used for Service Discovery” info obtained in Higbvel step 4a (see Figure 6-7).

IPTV Service Discovery — Case 1 — Using HTTP

IPTV
OITF IG Service

Discovery

HTTP(S): Request for IPTV Service Discovery Information

HTTPS: Response (List of Services, EPG Address)

<

Figure 6-8: HTTP-based IPTV Service Discovery
The IPTV Service Discovery address is obtainedhénitigh level step 4a shown in Figure 6-6.

In the flow shown in Figure 6-8, the OITF receities address from where it can obtain the Conteidésas well the
protocol to be used (via multicast or unicast).

The Service Discovery Record can be deliverededaiTF as XML data (for the metadata client) or abNPage (for the
DAE).

IPTV Service Discovery — Case 2 — Using IGMP multast

Transport
OITF Processing
Function

IPTV Service

Discovery

IPTV Service Discovery
information

<
<«

IGMP: JOIN

\ 4

IPTV Service Discovery information

A

Figure 6-9: Multicast-based IPTV Service Discovery
The IPTV Service Discovery multicast address ist#d in the high level step 4a shown in Figure 6-6

In the flow shown in Figure 6-9, the OITF joins #ugpropriate address using IGMP to obtain the IB&Nice discovery
information as XML data (for the metadata client).
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6.2.2.2.3 High Level Step 5 —IPTV Service Access - Obtaining the Content Guide

Transport
OITF IG Processing
Function

IPTV

Metadata

Control

Application

Triggered by an IPTV Service Provider that is Selec  ted

(
Content Guide

Multicast option, IGMP: JOIN
retrieval of >
Content Guide Content Guide
metadata <

-

(" HTTPS Request for Content Guide N

T T T T T T m 1

Unicast option, 1 GBA Based Authentication (optional) !
retrieval of e e BT e e L e b *
Content Guide
metadata HTTPS Response (Content Guide)

\

(" HTTPS Request for Content Guide N

T T T T
Unicast option, | GBA Based Authentication (optional) '
retrieval of T s et ittt !
Content Guide
as Web page HTTPS Response (Content Guide)
al

-
Figure 6-10: Access to Content Guide
Three possible flows are shown in Figure 6-10:
* Metadata based Content Guide delivered via mutticas
* Metadata based Content Guide delivered via unicast.

e Content Guide delivered via unicast in data fornsatgported by the DAE (e.g., HTML Web Page).
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6.2.2.3 IPTV Service Discovery and Service Access f or Residential Networks with an
IG and an AG

6.2.2.3.1 High Level Step 4a — IPTV Service Provide r Discovery

IPTV IPTV Service
OITF AG + IG ASM Provider
Control .
Discovery

1. HTTP(S) Request for IPTV Service
Provider Discovery Information
»

2. SIP: SUBSCRIBE R-URI=IPTV SPD Service-URI

(Event= IPTV-SPD-event-package, OITF specific information)
| -
Ll

Validate originating iFC
for service access

3. SIP: SUBSCRIBE (R-URI=IPTV SPD Service-URI) |

4. SIP: 200 OK

<«

5. SIP: 200 OK
d

<«

6. SIP: NOTIFY (Set of IPTV SPs SD Service-URI and
related information such as icons)

d

|

e SIP: NOTIFY (Set of IPTV SPs SD Service-URI and related information such as icons )

8. SIP: 200 OK

" 9. SIP: 200 0K

v

AG creates a new presentation of
the Service Provider Discovery info.

10. HTTP Response with list of Service Providers

Figure 6-11: Steps in Service Provider Discovery fa residential network with an AG and an IG

The call flow in Figure 6-11 is very similar to th&-only case. The only difference is that the Afcepts the data,
generates a web page and sends its address (URle @I TF for retrieval.

The assumptions for this signal flow are that:
e The IG is registered with the SPP.
» The SPP has configured the AG+IG.

e The AG+IG knows the Service-URI of the IPTV Servikmvider Discovery FE. This FE’s service-URI adlwae
the protocol to use to access it may be well knaxithin the SPP domain.

In signals 2-7, the AG+IG obtains a list of IPTVr8ee Providers available at the SPP and convkigsrtformation into a
suitable format, among those supported by the DA#s conversion can be required, for example, tngle the look & feel
of the page listing the Service Providers

Note that Service Provider Discovery info can bivdeed as XML data (for the metadata client) otad@rmats supported
by the DAE (e.g., HTML web page).

Analogous to the case where only the IG is deplpieéslrecommended that a well known Public Sexvdentifier (PSI) is
assigned for the IPTV Service Provider Discovemcfional entity.. This well known PSI, which is BPSJRI, simplifies the
remote configuration of IGs, and allows IMS routiogoe fully exploited.

The User Database is configured with the origirtafitber criteria necessary to route the SIP SUB&ERmessages from
authorized users to the correct FE. In order suenthat unauthorized users do not get acceke t6drvice Provider
Discovery FE, the PSI is should not be configurethe DNS of the Service Platform Provider.

HTTP can be optionally be used in this signal flow.
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6.2.2.3.2 High Level Step 4b — IPTV Service Discove ry
This procedure can be performed via the use ofMigeither HTTP, or IGMP/multicast, depending oe tprotocol to be

used for Service Discovery” information obtainedtiap 4a of the high level procedures (see Figufk Bor the sake of
simplicity, no call flows are shown here as thesottases are very similar to those described itide6.2.2.2.2.

6.2.2.3.3 High Level Step 5 — IPTV Service Access

OITF AG +1G M el

Control

- HTTP Request for Content Guide
>

HTTPS GET

v

Content Guide

‘HTTPS Response (Content Guide as XML data)
as Metadata < B

AG creates a new XML file id needed
and send it as XML data (metadata)
to the OITF

HTTP Response with Content Guide

-

RUI Server transactions > HTTPS GET

N
v

) HTTPS Response (Content Guide as XML data)
Content Guide <

as Web page <

AG creates a new Content
Guide HTML web info

RUI Server transactions

Figure 6-12: Steps for Service Access in a residésitnetwork with an AG and an IG

-

Figure 6-12 shows XML data for creating the Conteantde (CG) being retrieved using HTTP.

6.2.3  Consolidated service discovery of managed and unmanaged
services

For an OITF connected to a managed network, thd=@i&y present a consolidated view of the servicedered from the
managed network, and also whatever is availabla fte default service discovery mechanisms for uraged network
based SPs. At this point, if the user is allowedriter preferences regarding the first screenyifi®e seen when the OITF
is powered on the next time.

6.3 User Identification and Authentication

For IPTV services that require service access aathtton, the user is identified and authenticdigadneans of some
pre-established credentials (such as user nampaasavord, or IMS Private Identity [Ref 15] and esponding long-term
secret key). This section provides high-level mgsdbows for user identification and authenticatiofor the case of
unmanaged as well as managed networks.

For managed networks, the following user authetitinanethods shall be supported: IMS AKA and Slgd3t [Ref 18].
HTTP Digest (RFC 2617) [Ref 16] and SSL/TLS [Ref 8Ball be supported for the case of the unmanagédork model.

For Single Sign-on, 3GPP's Generic Bootstrappirnghi#ecture (GBA) (3GPP TS 33.220) [Ref 25] shalksoipported for
managed networks, and SAML web browser-based S8@rtication [Ref 50] shall be supported for unngathnetworks.
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The Single Sign-on mechanisms provided by the GeBerotstrapping Architecture may also be appliedbl the
unmanaged network model when UICC-based IMS auttetitin capability is available in the home.

6.3.1

Unmanaged Networks

For unmanaged networks, the solution should useRHDigest Authentication [RFC 2617] [Ref 16] in orde identify and
authorize users for IPTV service access. The HTige$ Authentication scheme improves the HTTP BAsithentication
method by transmitting cryptographic hashes ofywasds and other relevant data instead of transigpasswords from
clients to servers as clear text. Figure 6-13 dgpie call flow for HTTP Digest Authentication taeten the relevant
functional entities.

User

OITF SAA Delelree

1. GET <resource>

v

Host: <server name>

2. 401 Unauthorized

WWW -Authenticate: Digest
nonce=<nonce>
realm=<realm>

[aop=<qop>]

A

3. GET <resource>

v

Host: <server name>
Authorization: Digest
username=<username>
realm=<realm>
nonce=<nonce>
response=<response>
[cnonce=<cnonce>]

4.200 OK

Authentication-Info:
nextnonce=<nextnonce>
[qop=<qop>]
[rspauth=<rspauth>]
<token>

Figure 6-13: Identification and Authentication using HTTP Digest in the case of unmanaged networks

The following is a description of the various megsa

1.

OITF to SAA: HTTP GET

The OITF sends an HTTP GET request to the Servamegs Authentication (SAA) function. This request
indicates the resource desired by the OITF (ergsaurce> = /supercoolvideos.html) and the nantkeo$erver
hosting the desired resource (e.g., <server namereaolvideos.com).

SAA to OITF: HTTP 401 Unauthorized

Since access to the requested resource is protéleee8AA sends an HTTP 401 Unauthorized respanteet
OITF. This message contains a WWW-Authenticate &efield which indicates that the OITF has to
authenticate using the HTTP Digest method. Toéhis, this response message also includes a ranalom v
called nonce and the realm to which the requestsaurce belongs (e.g., <realm> =
supercoolvideos@coolvideos.com). The Quality ot&stion (qop) parameter is optional but if includgdthe
HTTP Server, not only the OITF can be authentichtethe SAA but also vice versa (see step 3 and 4).

OITF to SAA: HTTP GET

The OITF resends the HTTP GET request to SAA,tthie also including an Authorization header figlcbrder
to get authenticated by SAA. This header fieldsa@imis a user name valid for the realm in questimhtae
response digest that the OITF has calculated basatput of the user name, corresponding passweatn
and other data. If the HTTP 401 message in stegmfamed a qop parameter, the OITF challengesAtfe S
function for authentication by including a cliem@nte (cnonce). On reception of this HTTP GET messtig
SAA compares the response value received from thé€ @ the expected response value. (The SAA foncti
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obtains, at least partly, this expected responke\feom the User Database. The interface betweetT TP
Server (SAA) and the User Database are out of sebgfee Open IPTV Forum specifications.)

4, SAA to OITF: HTTP 200 OK
If the response value received from the OITF eqtrdsexpected response value (successful casejAhe
sends an HTTP 200 OK response to the OITF conifirthentication-Info header. The OITF can lateuse
the information in this header to send the HTTP @&juest with an Authorization header including tlue
to authenticate the OITF and gain IPTV service seck case the SAA included a qop parameter irsages2,
this HTTP 200 OK message also contains a resparibed@est value (rspauth) calculated using thexcao
value sent to the SAA in step 3. This rspauth valugbles the OITF to authenticate the SAA.

6.3.2 Managed Networks

In the managed network case, user identificati@ahauthentication is based on either the 3GPP IMténtication and Key
Agreement (AKA) or on SIP Digest [Ref 18] .

User authentication occurs during IMS Registratishich occurs either when:

a. The IG is powered up, or

b. The end user explicitly logs on for personalizedises

6.3.2.1 IMS AKA

To support IMS AKA, a UICC with an ISIM or USIM ajipation must be integrated into the IMS Gatewdy)(IFrom the
IMS point of view, the I1G thereby takes the roleaofIMS Subscriber. The UICC stores a long-termetdey K which is
shared between the ISIM or USIM application andserDatabase belonging to the network operatomptieaides the ISIM

or the USIM. The following figure shows the high#¢ message flows for user identification and amtication based on the
IMS AKA procedure:

User
OITF IG ASM Database

1. Registration Request

2. SIP REGISTER

\ 4

To: <IMPU>

From: <IMPU> 3. DIAMETER MAR >
Contact: <IP Address> <IMPI>

Authorization:

username=<IMPI>

4. DIAMETER MAA

5. SIP 401 Unauthorized <IMPI>
- AV=<RAND, AUTN,
WWW-Authenticate: XRES, IK, CK>

nonce=<RAND, AUTN>
6. SIP REGISTER

To: <IMPU>

From: <IMPU>

Contact: <IP Address>

Authorization:
username=<IMPI>
response=<RES>

. SIP 200 OK

A

v

<_8. Registration Response

Figure 6-14: Identification and Authentication using IMS AKA in the managed case

The following is a description of the message fl@wewn in Figure 6-14:
1. OITF to IG: Registration Request

The OITF sends a request for registration to th8 Iateway (IG), when needed (case b. The end xpkcity
logs on for personalized services)
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2. IG to ASM: SIP REGISTER
This request contains the domain name of the S=Rfiatform Provider (SPP) network as read froml $isl
(referred to as the Home Network Domain Name inl8i®), the private and public IMS identities <IMP&nd
<IMPU> of the IG, as well as IG's IP address (otsdiprior to IMS AKA). Besides the IP addresstlaise data
are read from the ISIM.

3. ASM to User Database: DIAMETER MULTIMEDIA AUTHEQUEST (MAR)
ASM requests authentication data from the User lizet@ with respect to the IMS subscriber (1G) idedtiby
<IMPI>,

4. User Database to ASM: DIAMETER MULTIMEDIA AUTHRSWER (MAA)

The User Database sends an Authentication Vectftp the ASM containing the following data: ramdo
challenge RAND, answer XRES expected by the 1Gdp 8§, network authentication token AUTN, integksy
IK, and ciphering key CK. The authentication tolddTN contains a message authentication code (MAC)
enabling the IG to authenticate the SPP network $sep 5).

5. ASM to IG: SIP 401 Unauthorized
At this point in time, the ASM denies the |G auttiesition. Instead, it sends a SIP Unauthorized agessvith a
WWW-Authenticate header to the IG. This headera@iostRAND and AUTN. After reception of this message
the 1G verifies the message authentication codéagued in AUTN thereby authenticating its SPP nekwo

6. IG to ASM: SIP REGISTER
ISIM computes the value RES on input of its versibthe secret key K stored on the UICC of theT@e IG
sends a new SIP REGISTER request to the ASM, ithis with RES as response to the challenge the ASM
initiated in step 5.

7. ASM to IG: SIP 200 OK
If RES = XRES (successful case), ASM considerd@as authenticated, and binds <IMPU> to the IRreskl
<IP address>.

8. IG to OITF: Registration Response
The IG informs the OITF about the result of theisgrgtion procedure. (when step 1 is needed)

In case of success, the ISIM of the IG is ableefiam its knowledge of the secret key K and thbemitcation token
AUTN, to calculate the same values of the integkty IK and the ciphering key CK as those thatAB received in
step 4 from the User Database. The IG and the AS#MKi and CK to establish IPSec Security Assoaigtifor protecting
SIP signaling messages over the IG — ASM referpodad.

6.3.2.2  SIP Digest
SIP Digest follows the 3GPP TS 24.229 specificafief 18].

6.3.3  Usage for GBA in the Unmanaged Model

In case where IMS-based authentication capabsisupported and available in the home, the GBAISiSgn-on
procedure can be used when accessing IPTV Apgit&ervers that trust these IMS-based user credefr service
access. The unmanaged model shall use the samamsoideployed in the managed model with regatddaisage of
GBA. This applies in both the residential netwonklahe SPP network.

6.4 Unicast Session

There are a number of IPTV services that use uniteivery for all or part of their content deliyesuch as:

e CoD, Content on Demand: End users can order vitteoagh a CoD catalogue and have them streamedtigtite
the ITF

 nPVR, Network-based Personal Video Recorder: Allee®rding of programs on the network side, whih a
delivered as a unicast stream when played back.

» Time Shifting: This allows the end user to pausgjind and fast forward to the current position a&siuled
Content program. At the pause request, the netatarks recording the session so that subsequenacisens (e.g.,
play, rewind) results in a unicast nPVR session.
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6.4.1

Unicast Session Setup (managed model)

Figure 6-15 shows a high level call flow for a wstsession setup based on the above descriplibasinicast session
setup procedure includes the following three daii:

* Service Session setup.

e Secure Channel setup for the Content Delivery Sagsiptional).

e Content Delivery and Control.

Each of the above call flows will be describedaparate sub-sections.

OITF

Service Session Setup call flows

Secure Channel call flow

Content Delivery and Control

Figure 6-15: Overall Description of the call flows
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6.4.1.1

Service Session Setup Description

The Service Session establishment in the managadriemodel involves the OITF, the IG, the IPTV Gah, the CDNC,
the “Authentication and Session Management (ASN the “Resource and Admission Control (RAC)” fuoial entities.

OITF IG RAC ASM IPrY CDNC cc CDF
Control

1. User selects
unicast content
—

OITF acquires content
IDs, any necessary
information to make an
SDP offer including IP
addresses and ports for
media delivery, and/or
locators.

2. HTTP session setup request (POST message)!
I EE—

3. Service session setup request
>
»

Resource Reservation Phase

4. Service session setup request
—>

Validate request
Select CDNC

5. Service session setup request
—

6. Service session setup request
>

7. Service session setup request
I ——
Select CDF

—

Content Delivery Session
Setup (getting RTSP session ID)|

) ) 8. Service session setup Response
9. Service session setup Response
-

10.Service session setup Response
—_—

11.Service session setup Response
+—

Resource Commit Phase

12. Service session setup Response
>l
o

13. HTTP session setup response
(SIP session ID + RTSP session ID)

—

Figure 6-16: Service Session Setup Call Flow

The following is a description of the interactianghe call flow shown in Figure 6-16:

1.

The sequence is triggered by an action fronusiee. The user requests content from the CoD catal®r
selects some content stored in an nPVR, whichtebuh unicast session.

The OITF acquires all the necessary informatioruabize selected content that allows it to make @R $ffer.
The SDP offer must include the IP address andgddtte OITF, which is the destination address efstream for
the selected content.

The OITF sends an HTTP session setup requést i65. The request includes the selected contleamd the
corresponding SDP offer.

The IG sends a Service session setup requESINMITE) to the ASM in the IMS core network.

The ASM uses the services of the “Resource and sslon Control” functional entity to perform resoerc
reservation.

The ASM forwards the request to the IPTV Contraidiional entity.
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The IPTV Control authorizes the request based enRAV User Profile. The IPTV Control selects the
appropriate CDN Controller. Optionally, the IPT\@@rol interacts with another functional entity tip@rforms

that task.
5. The IPTV Control forwards the request to the AfiMrouting to the selected CDN Controller.
6. The ASM routes the request to the target Coridetivery Network Controller. The CDN Controllerdates the
appropriate Cluster Controller that can servicertugiest.
7. é’he Ccl)lntent Delivery Network Controller forwattie Service session setup request to the chosesteCl
ontroller

The Cluster Controller analyses the Service sesstup request in order to choose the appropriaigedt
Delivery Function (CDF) based on its status, ogiand load (e.g. number of outgoing streams). Blesfer to
Annex C for more information about CONC/CC/CDF séien.

The Cluster Controller then sets up the conterivelgl session (RTSP session) for the requestedngrand
establishes a binding between the service sesaibtha corresponding content delivery session.

8-11. The content delivery session identificati@maturned, through the Service session setupmespback to the
ASM.

The “Authentication and Session Management” FEss the “Resource and Admission Control” FE tooat
the reserved resources.

12. The ASM forwards the Service session setuporespto the 1G

13. The IG sends an HTTP response to the OITHnbhtdes the content delivery session identifief GR session
ID), and all relevant information to allow the OI'BRd the user to start viewing.

6.4.1.2 Securing Content Delivery Session Signallin g (optional)

As shown in the HLA in Figure 5-2, a secure charmael be optionally established between the OITFthadCluster
Controller prior to any exchange of signalling naggss. In particular, this allows the Cluster Cdigraand the OITF to
mutually authenticate each other. This is partityleritical in environments where direct commurioa without such a
secure authenticated channel is not desirable beazipotential security risks.

Note that the secure channel can be torn down wWier is no signalling to be exchanged betwee®ti& and the Cluster
Controller. Thus, the secure channel can be senugemand.

Figure 6-17 depicts the actual call flow over sacfecure tunnel.

oITF G RAC ASM IPTV CDNC cc CcDF
Control
1. Establish TLS channel and perform server authentication >

2. Start stream control

2. Start stream control
—_—>

»
»

The Cluster Controller will
authenticate the OITF

3. Start stream control

4. Success

5. Success

. Media stream

A A

Figure 6-17: Securing the Content Delivery Signalfig
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The steps in this call flow are as follows.

1. The OITF establishes a TLS channel with thecseteCC to serve the user. Server authenticagipeiformed
by the OITF in this step.

2. The OITF starts streaming control to start vieywihe selected content.
The CC needs to authenticate the OITF before itipsathe message to the CDF.

3. Once mutual authentication is successfully cetepl, the CC proxies the start stream control ngesiathe
CDF.

4-5.  The successful response from the Content Bigiifunctional entity is proxied all the way to tO¢TF.

6. Following that, the media streaming starts.

6.4.1.3 Content Delivery

After the service and content delivery sessionsatep, as explained in Section 6.4.1.1, the Ol§é¢suhe content delivery
session ID to stream and control the content receirom the CDF. A logical binding exists betweka service session and
the content delivery session. The binding is maieth by the CC, as well as the IPTV Control FE.

The steps in this call flow depicted in Figure 6&k8 as follows.

» Stream Control requests generated by the OITFaageted to the CC. The CC proxies those requesteto
appropriate Content Delivery Function.

* The Content Delivery Function streams the medieadiy to the OITF.

Content
Delivery
Function
1.xy

Cluster

OITF Controller
1.x

Stream control request

v

Stream control
request

Media Stream

<

Figure 6-18: Content Delivery Streaming Control

6.4.2  Unicast Session Modification (managed model)

There are a number of use cases that can lead te#d for session modification. Examples incliideneed to receive a
second stream for “picture-in-picture”, or simpbyiew a second channel in a side-by-side windoth tie original stream.
These features depend on the capabilities of thaereng device. The implication of the above ig thare can potentially be
a 1:N relationship between a service session anddhtent delivery session.

Session modification can be initiated from the OBrFrom the network side. The subsequent cali$leshow examples of
both cases.

It is also important to note that modifying an ¢ixig session to include an additional stream isaptén, while creating a
new unicast session to carry that additional strisaamother. Operator policies as well as cliesiglecan play a role here.
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6.4.2.1 OITF- initiated session modification call f  low

Figure 6-19 shows a typical call flow for the machtion of an existing unicast session to add a stegam. Terminal
capabilities must support such a feature in tret fitace.

It is assumed, that a Service Session and its iassddContent Delivery Session(s) have been esteddli prior to any

modifications.
OITE IG RAC ASM 1P CDNC cc CDF
Control

1. User adds new stream
to existing session
—_—

2. HTTP session modify request
(POST message, service session ID)
—_—

3. Service modify request

>

Resource Reservation Phase

4. Service modify request
—_—

Validate request
Select CDNC

5. Service modify request
—

6. Service modify request

>

7. Service modify request
—_—
—Select CDF

Content Delivery Session
Setup (getting RTSP session ID)

9. Service modify response 8. Service modify response §
< I E—
o

10. Service modify response
—_—

11. Service modify response
—

Resource Commit Phase

12. Service modify response
hl

13. HTTP session modification
response (RTSP session ID)
+—

Secure channel connection establishment and streaming control procedure

Figure 6-19: OITF-initiated Unicast Session Modifiation

Below is a brief description of the steps that @dnuhis process:

1. The sequence is triggered by an action fronusiee. The user requests something from the CoDogatz or
selects some content stored in an nPVR. The usepm#onally select a new Service Session to hepsier
viewing that content or he can reuse an existingiSe Session.

The OITF acquires all the necessary informatioruabize selected content that allows it to make &ieran SDP
offer. The SDP offer must include the IP addressort of the OITF, which is the destination addrekthe
stream.

2. The OITF sends an HTTP session modify requetstetdG. The request includes the selected coidettie
corresponding SDP offer, and the service sessitm e used for that session.

3. The IG sends a Service Modify request (SIP RéHMNE) to the ASM in the IMS core network.

The ASM uses the services of the “Resource and sglon Control” functional entity to perform resoerc
reservation.

4. The ASM forwards the request to the IPTV Contuolctional entity.
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The IPTV Control FE authorizes the request basetthedPTV User Profile. The IPTV Control FE seleitts
appropriate CDN controller. Optionally the IPTVi@ml FE interacts with another functional entityat
performs that task.

5. The IPTV Control FE forwards the request to &M for routing to the selected CDN Controller.

6. The ASM routes the request to the target Coridetivery Network Controller. The CDN Controllerdates the
appropriate CC that can service the request.

7. The Content Delivery Network Controller forwarttie Service modify request to the chosen Clusterti©ller.

The Cluster Controller analyses the Service modifuest in order to choose the appropriate Comelivery
Function based on its status, options and load f@mber of outgoing streams). Please refer to AgixeC more
information about CDNC/CC/CDF selection.

The Cluster Controller then sets up the contenveigl session (RTSP session) for the requestedngrand
establishes a binding between the Service Sesaibtha corresponding Content Delivery Session.

8-11. The Content Delivery Session identificatismaturned through the Service modify responsek ttathe ASM.

The “Authentication and Session Management” ingsrtlee “Resource and Admission Control” to comné t
reserved resources.

12. The ASM forwards the Service modify responstéolG.

13. The IG sends an HTTP response to the OITHrbhtdes the Content Delivery Session identifieF @R session
ID), and all relevant information to allow the OIBRd the user to start viewing.

6.4.2.2 Server Initiated Unicast Session

Figure 6-20 shows a typical call flow for a newaast session generated from the network towardgistered user. Below
is a brief description of the steps that occulhis process.

The sequence is triggered by an action from a rmétserver. For example, the server may have lesmmehow that a user
is registered and decided to send an advertisetméiné target user. (Note that the use of an adusgtserver in Figure 6-20
is purely for use in illustrating a network-initat session modification, and is not intended towshow advertising will
work.)
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IPTV Advertising

LI Ao A bl Control Server

7.

Action requiring
session
modification

1. Service session setup request
<

<

2. Service session setup request
>

3. Service session setup request

<

4. Resource Admission Control check

4. Service session setup request
<

<

RUI notification for
incoming session

7. HTTP POST Accept Session ( service session id)

8. Service session setup response

9. Resource Admission Control check

11. Service session setup response
»

2. Service session setup response
N

13. Service session setup response

v

14. ACK

<

15.ACK

v

16. ACK

«

17. ACK
P

<

18. HTTP 200 OK
d

<«

Figure 6-20: Network initiated unicast session mofication

The advertising server (or any other networkesgrsends a Service session setup request toutiheitication
and Session Management functional entity.

The Authentication and Session Management fonatientity, based on the Subscription profilewfards the
request to the IPTV Control for further processing.

The IPTV Control has the option, based on operatlicy, to either initiate a completely new sesdor the
user or modify an existing unicast session for tisar. The IPTV Control functional entity is alwagghe
signaling path and retains state information fboafoing unicast sessions. In this example, tAe&/IEontrol
functional entity decides to initiate a new unicsesssion for the target user. Hence, it initiat8grvice session

setup request to the ASM.

The Authentication and Session Managementifumad entity performs admission control for thexngession.
This step is optional for the managed model.

The ASM forwards the Service session setup itdoghe 1G.
The IG performs the necessary RUI procedures tifyrtbe OITF of an incoming session.
The OITF sends an HTTP POST to the IG to indidatacceptance of the incoming session.

The IG sends a Service session setup responkédtne ASM.
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9-10. The ASM commits the reserved resources ®ntw session. This step is optional for a managéaork.
11-13. The Service session setup response is fdedatll the way to the network server that initictiee session.
14-17. The network acknowledges the receipt of¢isponse. This gets forwarded all the way to the I1G

18. The IG sends an HTTP response to the OITF.

6.4.3  Session Teardown (managed model)

Figure 6-21 shows a typical call flow for a unicasssion tear down.

OITF IG RAC ASM 1Py CDNC cc CDF
Control

1. User requests teardown o
an existing service session
—p

2. HTTP session teardown request
(POST message, service session ID)
—

3. Service teardown request

>

4. Service teardown request |
_—

~ 5. Service teardown request
+—

6. Service teardown request

" 7. Service teardown request

This sequence is < Delete Content Delivery

repeated for all Session

Content Delivery

Sessions 8. Session teardown response
‘9. Session teardown response  d———————

o

10. Session teardown response
~—_—

11. Session teardown response
—

Release Resources

_12. Session teardown response |

13. HTTP session teardown
response ()

Figure 6-21: Service Session tear down call flow

It is assumed that a Service Session and one @ associated Content Delivery sessions are ondpafaye teardown can
occur.

The following is a brief description of the stepattoccur in this process:

The sequence is triggered by an action from the wdgch results in the OITF requesting the terriaraof an ongoing
unicast session which may or may not have an ogdoia stream.

The end user requests the termination of aninggmicast service session.
The OITF sends an HTTP teardown request to@dhe request includes the service session id.
The IG sends a session tear down request tauthentication and Session Management functionttiyen

The request is forwarded to the IPTV Controlctional entity.

o~ w npoE

The IPTV Control uses the Authentication & Sesdlanagement to route the request to the appitepg@BNC
functional entity that should be contacted to harntht request.

Note that steps 5-10 are repeated for each codédinery session associated with the service sessio

Copyright 2011 © The Open IPTV Forum e.V.



Page 82 (236)

6. The Authentication & Session Management funeti@mtity forwards the request to the target CDN@ctional
entity.

7. The CDNC locates the appropriate CC.

The target Cluster Controller function locates @ontent Delivery Function for the content delivegssion, and
sends a request to terminate the streaming session.

8. The Content Delivery Function responds succlggsfuthe Session teardown request.

9-11. The Session teardown response is proxigtiallvay to the Authentication and Session Managéifoestional
entity.

The Authentication & Session Management functicmiity requests the release of the resources &fidc¢a the
unicast session by communicating with the ResoanceAdmission Control functional entity.

12. The Authentication & Session Management fumeti@ntity forwards the Session teardown respamgiect I1G.

13. The IG sends an HTTP response back to the OITF.

6.4.4  Unicast Session Management (unmanaged model)

Unicast session management for media streaming imemanaged network model differs from the manamgdork in that
no resource management is performed in the netwWidrik.means there is no interactive managememteo§éssion — a new
content delivery session is created for each uhgtesam. This requires setup at the ITF and timgecd delivery function,
but not in the network itself.

6.4.4.1 Access to Service Providers over unmanaged networks

This call flow is equivalent to the content guigdrieval described in Section 6.2.1.5.
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6.4.4.2

Purchase of content from Service Providers over unmanaged networks

The call flow in Figure 6-22 shows the steps useplurchase service or content from an IPTV SerRicvider accessed
over an unmanaged network.

IPTV
OITF A Iﬁ;\l{ion Service
PP Profile

Service Access setup

1. HTTP GET/POST
(Request for selection page)

[
o

2. Request for user’s profile

v

E’- User’s profile

4. HTTP response
(XHTML selection page)

Service/Content ~
selection N\
by user 5. HTTP GET/POST

(Request for purchase)

[
»

6. Request for user’s profile

v

User's profile

7.
<

Exact method for processing the
purchase request is not defined
(up to service provider)

8. HTTP response
(XHTML purchase result page)
o

Content Delivery Management

Figure 6-22: Call flow for purchase of content froman IPTV Service Provider over unmanaged networks

The following is a brief description of the stepsadlved in the process.

1.

2-3.

6-7.

Shows the OITF sending a HTTP GET or POST rddodhe IPTV Application, to acquire an XHTML page
which contains the list of content. [Note: Signalduld be substituted by the request to the Meta@antrol FE
for XML based metadata, to be used by the Metadased CG client in the OITF for presentation ofomt@nt
Guide to the user].

Involves the IPTV Application retrieving thReTV User Profile from the IPTV Service Profile fuional entity,
to customize the HTML page according to the ugaridile. These steps are optional.

Carries a response back to the OITF includiegdHTML page which contains the list of contentof:
Signal 4 could be substituted by the response icariyML metadata from the Metadata Control FE, éoused
by the Metadata-based CG client on OITF for present of a Content Guide to the user].

Shows the OITF sending a HTTP GET or POST rddodbe IPTV Application, to request the purchata
specific service or content which the user hascsate

Shows the IPTV Application retrieving the IPT\er Profile from the IPTV Service Profile funcatito process
the purchase request based on data in the usefiepiThese steps are optional.

Carries a response back to the OITF includiegdHTML page which contains the result of the paisadn
request. The actual processing of the purchasestigidone before this step, but the exact mathodt
defined (and is specific to the service provid&his page could also include links for the contequisition, or
an automatic redirection to the content acquisifiorction.
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6.4.4.3 Unmanaged content delivery management

The call flow in Figure 6-23 shows the steps ugsehdnage a unicast session in the case of an ugednatwork.

Service
OITF Access
Authentication

User Cluster Content

Database Controller

Delivery

Service Access setup

Service Purchase

1. RTSP SETUP

[
>

2. Setup Content Delivery

>
3. Setup Content Delivery response
d

| b

4. RTSP response (session ID) — may be a redirect, in which case repeat from 1.

5

. RTSP PLAY (session ID)

[
|

6. Play content

v

7.Play content response

<

. RTSP response

8
<
9. RTP Streamed Content

OITF presents
content

10. RTSP TEARDOWN (session ID)

[
|

11. Teardown

v

12 Teardown response

<

13. RTSP response

Figure 6-23: Call flow for unicast session manageméfor an unmanaged network

The following is a brief description of the stepsadlved in a unicast content delivery session.

1. Shows the OITF sending a setup request to thet€l Controller, to initiate a content delivergsien, using a
previously acquired SDP.

Note: The SDP describing the requested media coulageiteed from the content guide or using an RTSP
DESCRIBE [Ref 19]. The exact method is left to tleailed protocol specifications.

2-3.  Involves the Cluster Controller and the Cohf2elivery functions setting up the necessary reseifor content
delivery.
4, Carries a response back to the OITF. If theestjis successful, a session identifier will benmstd by the

Cluster Controller. Alternatively, the response megirect the OITF to another Cluster Controller, éxample
for load balancing reasons. The exact mechanismdieving this is left to the detailed protocogsifications.
In this case, the OITF would repeat the process Bmnal 1 to re-issue the request to the speciedter
Controller.

5. Requests the Cluster Controller function totstaieaming the content to the OITF.
6-7.  Sets up the start the streaming of the cofftent the Content Delivery function.
8. Returns the status to the OITF.

9. Represents the content being streaming fronCthrgent Delivery functional entity to the OITF.
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10. Occurs at some later time, when the OITF ngdomvishes to receive the stream.

11-12. Completes the teardown process and signadtliths the result to the OITF.

Note: The detailed specifications shall consider mettiogwevent DOS attacks on Cluster Controllers, tarjrevent
session ID hijacking.

6.5 Push Content session management procedures (man  aged
model)

The Push procedure defines a mechanism for supgdRiTV Service Provider initiated IPTV serviceglsas, for example,
Push CoD.

The content can be pushed to an OITF, asynchronaligling the period when the user is registereti thie IMS domain.
The Push Content session management procedureteattiplly be used to deliver personalized conterdther information
to the OITF, in a personalized way, depending enlBTV User Profile, user preferences or expliti¢rests.

Figure 6-24 depicts an informational flow for thesh procedure, applied to the Push CoD service.

IMS Gateway
. Authentication
OITE IG-OITF Auth/Session e ——r IPTV CDN xx
Server Mgmt Control
Management

1. SIP: MESSAGE (R-URI=user)

Accept-Contact: +g.oma.sip-push
Body=Content-URL

_ 2. SIP: MESSAGE (R-URI=user)

Accept-Contact: +g.oma.sip-push
Body=Content-URL

_, 3. Invoke Third Party Notification
(download=Content-URL)

4. Third Party
notification procedure

8. Content Download

«

5. Operation Result

» 6.51P:2000K |

" 7. SIP: 200 OK

v

v

Figure 6-24: Call flow for pushed content session anagement

The following is a brief description of the stepshie flow:

1. The IPTV Control sends a SIP MESSAGE to the Antitation and Session Management FE; the SIP
MESSAGE includes:

* In theAccept-Contact header a specific tag identifying that the MESSA&Eelated to a Push
procedure;

* Inthe body, theContent-URL of the content to be downloaded by the OITF.

2. The SIP MESSAGE is sent to the user IMS Gatemfagre it is intercepted by the Authentication/Sassi
Management function

3. The Authentication/Session Management functimokes the third party notification functionality the 1G-
OITF Server function.

4, The IG-OITF Server function starts the notifioatprocedure in the OITF using a DAE.

Two possible solutions for the natification procezlare
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» “Third Party Notification Procedure”: In this solom the IG-OITF-Server sends the appropriate
CEA-2014 [Ref 3] operations so that the OITF capldiy the appropriate message. In more detail:

0 The IG-OITF Server creates locally the notificatrnessage (multicast) and sends it to the
OITF. This message contains the reference/linkéd'notification content”.

o The OITF receives the notification message anddpdm IG-OITF Server, the content
referred to by the “notification content”. In thiiase the “notification content” contains a
scripting object (which includes ti@ontent-URI) that triggers, on the OITF, the download
of the content from the CDN.

o The OITF sends the response to the IG-OITF Seffter the “notification content” has
loaded,;

« UPnP GENA [Ref 28]

5. The IG-OITF Server function reports the OperafResult to the Authentication/Session Managemamttion
in the IMS Gateway;

6-7.  The response to the SIP MESSAGE is forwardeted IPTV Control via Authentication and Session
Management;

8. The OITF executes the scripting object (recehaxdng the third party notification procedure [s#) and starts
the downloading of the content from CDN. Note titet OITF Ul client must have the “notificationsdtip
capabilities active.

6.6 Scheduled Content Session Management Procedures

Scheduled content (often referred to as linear i§\&) basic service offered by an IPTV Service Rtewilt is associated with
IP multicast delivery mechanisms in a managed netvgince several users would typically be watchimgsame channel
within the same vicinity, serviced by the same meknaccess node. This allows for considerable baittvgaving in the
access and core network, as a single stream frersatlrce is routed as close as possible to theorlketsecess node, and
from there on individual streams can be replicated sent to individual users that want to watch str@am.

Scheduled content service allows a user to watdrzap between channels. When a user zaps to iewahannel, the
ITF joins a multicast group that is associated wfidit channel, while leaving the multicast groupoagated with the old
channel to which the ITF is currently tuned.

In a managed network, it is important to ensuré tha

* auser is allowed to join a multicast group onlthére is enough bandwidth with the right servideniy to handle
the requested stream within the access networler@ibe the service can result in a bad user expeziand bad
picture quality;

» the reserved subscriber resources (last mile)edeased when conditions for such a release présemiselves (the
user stops watching scheduled content TV and sesttt CoD, the TV is powered off, etc.);

» during channel zapping, interaction or handshaked®n network entities related to bandwidth, smryriority or
admission control are optimized. This saves prectane and contributes to a faster channel zapgpegd.
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6.6.1

Scheduled Content session set-up

Scheduled content session set-up procedures shewdtablished at ITF power up, after successthleatication and
identification and content guide retrieval.

Figure 6-25 shows a call flow for the scheduledtenhsession set-up.

Transport Resource Authentication
X s . IPTV
ITF Processing Admission and Session
- Control
Functions Control Management

1. Service Session Setup Request
»
»

2. Resource Admission Control Check

‘.(reservation phase)

3. Response

4. Service Session Setup Request
»
Ll

5. Service Session Setup Response

«

6. Resource Admission Control Check

8. Service Session Setup Response

<«

9. View Channel

10. Resource Admission Cgctrol Request

_12. Media Stream

13. Change Channel |

P 16. Media Stream

Figure 6-25: Call flow for scheduled content sessicsetup

The following is a brief description of the stepshe flow:

1.

10-11.

The ITF sends a Service session setup requist thuthentication and Session Management FE/dling a
media offer for the scheduled content service

The Authentication and Session Management reséransport resources according to the media offer
The response for the reservation request ismedu

The Authentication and Session Management REaiats the request to the IPTV Control, which vesfthat
the user is authorized for the service and vertfies the user has the rights to consume the conten

The IPTV Control replies to the AuthenticatiordéSession Management with the bandwidth requibethie
specific scheduled content channels and may retiodver parameters

(optional) If the media offer has changed or panameters are received, the Authentication asdi@e
Management requests admission control for the ooafion phase.

If step 6 is used, the response for the adnmigsdatrol request is returned.
Finally, the Service session setup responsth&Bervice session setup request is forwardduktort-.
The ITF sends a request to the Transport PrimgeBsinctions to view the channel.

(optional) An interaction between the Tramsprocessing Functions and Resource Admissiorr@ogntities
occurs in order to guarantee the needed bandwidtiné channel. This may happen in a number ofs;dse
example when the multicast channel is not presem¢tavork access node to which the user is condgote

Copyright 2011 © The Open IPTV Forum e.V.



Page 88 (236)

when the ITF wishes to join a multicast channehwiifferent QoS requirements (e.g. zapping fronDat&a

HD channel),
12. Following that, the media stream is forwardedrt-.
13. The ITF sends a request to the Transport PsomeEunctions to change the channel.

14-15. The operation is identical to that of st8pll

16. Following that, the media stream is forwardedrt-.

Appendix E gives a more detailed description of th@nsport Processing Functions and the relatioh Résource and
Admission Control for an xXDSL access network.
6.6.2 Scheduled Content service session teardown pr  ocedure
Transport Resource Authentication PTV
ITF Processing Admission and Session il
Functions Control Management

1. Service teardown request

»
|

2. Service teardown request
|-
>

A3$ervice teardown response

4. Release resources

6.Service teardown response
<
Il

7. Leave Channel

n
>

Figure 6-26: Scheduled Content service session telamn call flow

Figure 6-26 shows a typical call flow for tearingweh a scheduled content session. The followingligef description of the
steps in the flow. The call flow assumes that agamedition for clearing a channel has occurredhsagthe ITF being
powered off, or the user switching to a CoD servéte.

1. The ITF sends a Service teardown request tAdiigentication & Session Management FunctionaltizEE).

2. The Authentication & Session Management Funeti@mtity forwards the request to the IPTV Control
Functional Entity (FE).

3. The IPTV Control FE updates its internal staifegquired, and sends a Service teardown respoadeto the
Authentication & Session Management FE.

4. If resources have been reserved for the chatireeAuthentication & Session Management FE refbgs
release to the Admission Control FE

5. The Admission Control FE responds back to ackedge the release

6. The Session Management FE forwards the resportbe ITF

7. The ITF sends a request to the Transport PrimeceBsinctions to stop streaming;

8-9.  (optional) Internal to the Transport Procegstk, if the multicast channels are no longer néedé¢he access
node for other users, the Transport Processingfeaicts with Admission Control to release the cissed
resources.
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6.6.3  Atypical call flow for scheduled content ser  vice set-up where

FCC/RET service is operational (Enhanced managed mo  del)

Figure 6-27 shows a call flow for the scheduledtenhsession set-up where FCC and RET serviceegleykd.

Transport Resc_)urpe Authenticgtion PTV
i FCC/RET Admission and Session
ITE Processing c | M Control
Functions ontrol anagement

1. Service Session Info Request

n,
>

2. Info Request

\ A

Info Response

3.

4. Service Session Info Response

A

5. Service Session Setup Request

6. Resource Admission Control Check

8. Service Session Setup Reguest
Ll

9. Service Session Setup Response

«

10. Resource Admission Control Check

12. Servi¢e Session Setup Response

A

13. View Channel: FCC request

. 15. Response
16. FCC respdnse (Media Stream) I‘-

<.
«

17. Trigger to join channel

w

18. View Channel

v
=
©
p)

. Resource Admission Control Request

21. Media Stream

<

<

22. Retransmission request

23. RET response

<.
«

Figure 6-27: Call flow for scheduled content sessiosetup with FCC/RET service

The following is a brief description of the stepshe flow:

1.

The ITF sends a Service bandwidth session etjaest to the Authentication and Session ManageRient
including a media offer for the scheduled contenvise.

The Authentication and Session Management REdials the request to the IPTV Control FE which thas
missing bandwidth information.

The IPTV Control FE returns the missing bandiwidformation to the Authentication and Session
Management FE.

The Authentication and Session Management Fporels to the ITF with the service session seeapanse.

The ITF sends a Service session setup requtst thuthentication and Session Management FE/dling a
media offer for the scheduled content service.

The Authentication and Session Management F&ves transport resources according to the metka of
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10.

11.
12.
13.
14-15.

16.
17.
18.

19-20.

21.
22.
23.

6.7

The response for the reservation request ismetu

The Authentication and Session Management Rizaials the request to the IPTV Control FE, whichfies
that the user is authorized for the service andigsithat the user has the rights to consume théent.

The IPTV Control FE replies to the Authenticatend Session Management FE with the bandwidthnesdjtor
the specific scheduled content channels, and magve other parameters

(optional) If the media offer has changed ow parameters are received, the Authentication a&sdiSn
Management FE requests the Resource Admission @éitErfor the confirmation phase.

If step 10 is used, the response for the adonis®ntrol request is returned.
Finally, the Service session setup responsehéservice session setup request is forwardétetorF.
The ITF sends a FCC request to the FCC savwgew the channel.

(optional) An interaction between the FC@/eeand Resource Admission Control functionalt@gioccurs in
order to guarantee the needed bandwidth for theestgd burst. This may happen for example wheiTthe
wishes to receive a channel with different QoS iremoents (e.g. zapping from a SD to a HD channel),

Following that, the FCC server responds witluest of the media stream to the ITF.

The FCC server triggers the ITF to send aesgjor receiving the channel to the Transport@seing
function.

The ITF sends a request to the TransporteBsireg function to receive the channel.

(optional) An interaction between the Tramsprocessing function and the Resource AdmisSiamtrol
entities occur in order to guarantee the neededvadth for the channel. This may, for example, bewthe
multicast channel is not present at network aconede to which the user needs to be connected,

Following that, the media stream is forwardedrt-.
If the ITF detects a missing packet, it sen&Ea request to the FCC/RET server.

The FCC/RET server responds with the missingegta

Pay-per-View Scheduled Content Service (managed  model)

Figure 6-28 shows a high level procedure for PayMiew (PPV) Scheduled Content service.

1. PPV subscription procedure

2. PPV session set-up procedure

3. PPV session teardown procedure

Figure 6-28: High level Procedure for PPV Schedule@ontent service

The procedure includes the following three sub-pdoces:

e PPV subscription procedure:

The procedure in Section 6.4.4.2 can be reusel,thé difference that the subscription request (ATIET or
POST request) to the IPTV Application shall include user id, the selected BC service ID, the @nogiD, and
the information about the PPV service (e.g. thegrihe start time, and the end time of the PPVicsx.
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6.7.1

PPV session set-up procedure:

The user initiates the PPV session when he/shesviantatch the PPV content. The detailed proceidulescribed
in Section 6.7.1.

PPV session teardown procedure:

The PPV session teardown procedure may be trigdsréioe user’s action or the end of the PPV servitiee
procedure in Section 6.6.2 can be reused.

PPV Session Set-up procedure

1.INVITE(BC service ID, BC program ID)

2. Resource reservation

3. .INVITE(BC servige ID,
BC program ID
—>

4.200 OK

5. Resource commit

6.200 QK

7. IGMP Join

8. Media stream

Figure 6-29: PPV Scheduled Content Service SessiSet-up procedure

The following is a description of the interactianghe flow shown in Figure 6-29:

1.

The ITF sends a SIP INVITE to the Authenticatiomd Session Management FE, including the BC seitidic
BC program ID and a media offer for the schedulaatent service.

The ASM uses the services of the RAC functi@maity to perform resource reservation.

The ASM forwards the INVITE to the IPTV Contralsing the BC service ID and BC program ID, the\PT
Control verifies that the user has a PPV subsorniptThe IPTV Control verifies whether the prograas Istarted
or not. If the program has started and is encrygted IPTV Control may interact with CSP functiatieectly or
through the IPTV application to verify the userigements, and then performs the following stepthé
program has started and is not encrypted, the IR@itrol performs the following steps. If the pragrhas not
started, the IPTV Control refuses the request.

The IPTV Control sends a 200 OK response taA®Bk! with the bandwidth required for the specifibieduled
content channels and other parameters.

The ASM instructs the RAC to commit the reserresburces.
Finally, 200 OK for the session setup requefdngarded to the ITF.

The ITF issues an IGMP Join request to the pamprocessing functions to access the multidashcel for the
PPV service.

The media stream is delivered to the ITF.
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6.8

Network-based Time Shift

Time shift allows a user to halt a scheduled cangervice and continue watching the content iteter la&Network-based
Time Shift supports features such as pause, regtincn a scheduled content item by convertingrbkicast based
delivery for scheduled content to a unicast dejivaode for that content item, which is already-peorded in the network.

This allows the user to use trick modes such asgaesume, fast forward, etc. which are normakerved for unicast
CoD, while watching the pre-recorded scheduledamtrih the unicast mode. At the end of the timdtstiischeduled
content, the user is switched back automaticalhgtular scheduled content

Time shift may not be available for all scheduledtent programs. The EPG includes the lists ofcdualeel content
programs for which the feature is available.

6.8.1

Scheduled Content Time Shift

The call flows below in Figure 6-30 and Figure 6eRbict the sequence of messages that are exchamgedan end-user,
watching a scheduled content item, for which titmiét $s available, uses trick play modes, whichseaia switch to the
unicast mode associated with the time-shifted cunte

1. Scheduled Content Session established

2. User selects
to time shift scheduled content he is
currently watching

E——

3. HTTP POST (set time shift, session identity) Note : The session identity included in the request references the schedule content session identity
e

4. re-Invite or Update o~

Note: Resource modification converts the resources from multicast to unicast, and request

5. Initial Resource Modification o . i
additional resources to handle media control specific features such as fast forward, etc.

6. re-INVITE

7. Validate request
Select appropriate CDNC
where the media is held,
modify SDP as required

8. INVITE
9. INVITE . 10.INVITE
Select CDF
P
11. RTSP setup
12. 200 OK (RTSP Session id)
13. 200 OK —
14. 200 OK (RTSP Session id) «——

15. 200 OK (RTSP Session id)

16. 200 OK (RTSP Session id)
«—

17. Final Resource Modification |

18. 200 OK

19. 200 OK HTTP (RTSP Session id)
——

Figure 6-30: Scheduled Content Time Shift — Part 1

The following is a brief description of the stepgHigure 6-30:

1.

It is assumed that the user has establishekdegisled content session and is watching a cortEmtwhich is
eligible for time shift.

The end user activates a trick play (e.g., pdasebackward, etc.) feature for the watched eaint

The OITF sends an HTTP POST to the IG. The r&tgneludes an indication to set the time shifvies, and
the session identity.

The IG issues a re-INVITE or an UPDATE messagié ASM to convert the session to unicast.

The ASM performs an initial resource modificatio convert the reserved resources from multimashicast.
There may be a need for additional resources,disated by the OITF in step 1, that may be requiceglccount
for trick modes.

Following that, the ASM proxies the re-INVITE OPDATE message to the IPTV Control FE.
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7. The IPTV Control FE validates the request, adcis the appropriate CDNC for the requested obnte
8-9.  The IPTV Control FE then issues an INVITEhe selected CDNC via the ASM.

10. The CDNC selects an appropriate CC and prakeetNVITE to the CC.

11. The CC selects an appropriate CDF. It theressim RTSP SETUP to the CDF.

12. The CDF responds with an RTSP 200 OK

13. The RTSP 200 OK is sent as a SIP 200 OK t€fNC. The SIP 200 OK includes the offset, which é
used by the OITF in a subsequent RTSP PLAY operatio

14-15. The CDNC proxies the SIP 200 OK, via the A$dthe IPTV Control FE. The CDNC includes the RTS
session identity that will be used by the OITFtfick modes.

15. The ASM proxies the SIP 200 OK to the IPTV GohEE.

16. The IPTV Control FE proxies the 200 OK to th&M

17. The ASM performs final resource modificatiortwihe RACS.

18. The ASM proxies the 200 OK to the IG.

19. The IG returns to the OITF an HTTP 200 OK ihatudes the RTSP session identity to be used.

The remaining steps are shown in Figure 6-31.

20. ACK

21 ACK.
22. ACK

23. ACK

OITF sends an IGMP T,
LEAVE to leave the 24, ACK
Multicast address

25. RTSP Play (RTSP session, offset)

—>
26. RTSP Play (RTSP session, offset)
—_—

27. 200 OK
28. 200 OK

Figure 6-31: Scheduled Content Time Shift — Part 2

20-24. The IG issues an ACK that is proxied allwregy to the CC following the same signalling padttee re-INVITE
or UPDATE message.

25-26. The OITF issues an RTSP play to the CC, lwimid¢urn proxies the RTSP play to the CDF.
27-28. A 200 OK is returned by the CDF via the ©@Ghie OITF and the content is now streamed to &0
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6.8.2  User-initiated switch from time-shifted tore  gular Scheduled
Content

The call flows in Figure 6-32 and Figure 6-33 déghie sequence that occurs when an end-user wgtalime shifted
scheduled content item reverts back to the redu&r not time-shifted) scheduled content.

P

<

2. User selects
to go back to scheduled content
L

3. HTTP POST ( set to scheduled content, session identity Note : The session identity included in the request references the schedule content session identity
B

4. re-Invite or Update o~

Note: Resource modification converts the resources from unicast to multicast, and reduce
required resources to handle media control specific features such as fast forward, etc.

6. re-INVITE

5. Initial Resource Modification

7. Validate request
Select appropriate CDNC

8. BYE

9BYE.

» 10.BYE

11. RTSP Tear Down

12. 200 OK
13.200 OK

_ 14.2000K(

15. 200 OK

16 200 OK

17. Final Resource Modification
18. 200 OK

19. 200 OK HTTP () <«
—

Figure 6-32: Switching from time-shifted to regularScheduled Content — Partl

The following is a brief description of the steps:

1. It is assumed that the user is watching a tiniigesl scheduled content item.

2. The end user reverts back to regular schedwaetbnt and activates the appropriate action thaugber
interface.

3. The OITF sends an HTTP POST to the IG. The ®tqueludes the scheduled content service, andabsion
identity.

4, The IG issues a re-INVITE or an UPDATE to theM\® convert the unicast session to multicast éejiv

5. The ASM performs an initial resource modificatio convert reserved resources from unicast taicagt and
to release any additional resources that may haveduested for trick modes.

6. Following that, the ASM proxies the re-INVITE OPDATE to the IPTV Control FE.

7. The IPTV Control FE validates the request, aldcis the appropriate CDNC for the requested servi

8. The IPTV Control FE then terminates the unisassion and issues a SIP BYE to the ASM to termitiet

unicast session.
9. The ASM proxies the BYE to the CDNC selectedh®yIPTV Control FE
10. The CDNC proxies the BYE to the appropriate CC.
11. The CC sends an RTSP session Tear Down rempuestds the CDF associated with the session.
12. The CDF responds with a 200 OK
13. The 200 OK is proxied to the CDNC
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14.
15.
16.
17.
18.

19.

The CDNC proxies the 200 OK to the ASM.

The ASM proxies the 200 OK to the IPTV Confél.

The IPTV Control FE sends a 200 OK to the A8Neisponse to the received re-INVITE or UPDATE ragss
The ASM performs final resource modificatiortwthe RACS.

The ASM proxies the 200 OK to the IG.

The IG returns an HTTP 200 OK to the OITF.

20. ACK

21. ACK
22. ACK

23. ACK

24. ACK
—_

OITF sends an IGMP
JOIN to the appropriate
Multicast address

25. IGMP JOIN

Figure 6-33: Switching from time-shifted to regularScheduled Content — Part 2

20-24. The IG issues an ACK that is proxied allwregy to the CC.

25.

6.8.3

The OITF issues an IGMP JOIN to join the makiicgroup associated with the selected scheduleémotem.

End of Stream in a Scheduled Content Time Shi  ft

The call flows shown in Figure 6-34 and Figure 6d@pict the sequence that occurs when an end-wehiwg a time
shifted scheduled content reaches the end of tbarst In this case, the OITF automatically revierthe regular schedule
content service without user intervention.

There are two options for detecting the end ofstheam. A CDF may support sending an RTSP ANNOUN@&Esage
reflecting the end of the stream. Optionally, aif ®Btletecting the starvation of the content buffezrca minimum time of 2
to 3 seconds may treat such an event as the ehd efream. The following is a brief descriptiorttud steps:
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<

<
1. RTSP ANNOUNCE (end-of-stream)
-—
2. RTSP ANNOUNCE (end-of-stream)
3.200 OK
" 4,200 OK

OITF detects end of
stream
5. HTTP POST ( set to scheduled content, session identity) Note : The session identity included in the request references the schedule content session identity
-

6. re-Invite or Update

| 7. Initial Resource Modification

Note: Resource modification converts the resources from unicast to multicast, and reduce
required resources to handle media control specific features such as fast forward, etc.

8. re-INVITE

9. Validate request
Select appropriate CDNC

10. BYE
11. BYE
» 12. BYE
A LN
13. RTSP Tear Down
14. 200 OK ()
15. 200 OK
16. 200 OK
17. 200 OK

Figure 6-34: Reaching end of stream in Scheduled @Gtent — Part 1

It is assumed that the user is watching a timdeshgcheduled content item.

1. If the CDF supports sending the RTSP ANNOUNCEsage, it sends this message to the CC to indivate
end of stream event.

2. The CC proxies the RTSP ANNOUNCE message t®iné.
3. The OITF responds to the CC with a 200 OK ackedging the reception of the message.

4, The CC proxies the 200 OK to the CDF.

If the CDF does not support the sending of the RASROUNCE message, the OITF can interpret the curtiaffer
starvation as an implicit indication for the endtod stream.

The remaining steps in Figure 6-35 showing theaawitch from time-shifted scheduled content fgutar scheduled
content are identical to the steps shown in Se&i8r2 and will not be repeated.
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18. 200 OK

19. Final Resource Modification

20. 200 OK

21. 200 OK HTTP () <

—
22, ACK

23 ACK

24. ACK

25. ACK

A

26. ACK

OITF sends an IGMP
JOIN to the appropriate
Multicast address

27.1GMP JOIN
T

Figure 6-35: Reaching end of stream in Scheduled @Gtent — Part 2

6.9 Forced Play Out Control

“Forced Play Out Control” is a feature that allathve network or the OITF to limit play out operatsoduring the
consumption of content according to the Forced Playcontrol policy of the Content Provider or SeevProvider.

There are two ways to execute the Forced Play Gnital:

« By the OITF: The Forced Play Out control policy is transmithexn the IPTV Control to the OITF, and the OITF
executes the forced play out control based uporetteived policy.

e By the CC: The Forced Play Out control policy is transmitbexn the IPTV Control to the CC. When the OITF
attempts trick play functions, the CC executesftieed play out control based upon the receiveitpol

NOTE: The Forced Play Out policy could be dualljoeced by sending the policy to both the CC and@heF and letting
each enforce the policy. This would be achievedfgyropriately combining the methods in the sestiogiow.
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6.9.1 Forced Play Out controlled by the OITF (manag ed model)

The Forced Play Out control can be applied whesea attempts trick play operations while watchiiigex scheduled or
CoD content.

Figure 6-36 depicts the sequence of messagesrthakehanged to restrict the user’s capabilitiedriok play. For example,
when a user attempts to fast forward while watcl@o@ content, the operation is forbidden by the RIT

1. HTTP POST
(COD content ID)
» 2. INVITE R
| 3. Resource reservation |
4. INVITE
5. Validate request
Select CDNC
I
6. Acquire forced play
out control policy
4 7.INVITE
8. INVITE N
» . INVITE
o > Select CDF
10. RTSP SETUR |
1
12.200 OK (RTSP ! é(;(;s(i)olfl(ilzTSP
Jo ,_Session id) lq—Sessionid) |
P 13. 200 OK (RTSP Session id) <
14.200 OK (RTSP Session id)
15. 200 OK (RTSP
Session idl policy)
<
18. HTTP 200 OK 16. Resource commit |
(RTSP Session |17.200 OK (RTSP Session idl policy)
idl policy) [ 19, hox
- » 19.ACK
Ll
. 19.ACK
Fast - 19. ACK
forward - Y
request d 19. ACK >
—>
20. Execute the forced
play out policy, and
disable the fast forward

button

Figure 6-36: Forced Play Out controlled by the OITF
Note that the policy can be retrieved through a Caflplication, or by other means (e.g., CSP).

The following is a brief description of the stepghe message flow:

1. The user selects a CoD content item and the G€hldls an HTTP POST to the IG. The request inclades
indication to use the CoD service and the contiantity.

The IG issues a SIP INVITE message to the ASM.
The ASM uses the services of the RAC to perfasource reservation.
The ASM proxies the INVITE message to the IPTahol.

The IPTV Control validates the request and $eldwe appropriate CDNC for the requested content.

o g c w D

The IPTV Control interacts with the IPTV Applitn to acquire the Forced Play Out control pojiey the
content identity and/or the user’s subscriptiominfation. The policy details how to control the . e.g.,
forbid the fast forward operation during ad ins®erti
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Note: The IPTV Application may fetch or generate fire-configured Forced Play Out control policynfrthe
content metadata based on the CoD content ID.

7. The IPTV Control FE issues an INVITE to the ASM.
8. The ASM proxies the INVITE to the CDNC selectsdthe IPTV Control FE.
9. The CDNC selects an appropriate CC and proRie$NVITE to the CC.

10. The CC selects an appropriate CDF and senB§ 8P SETUP to the CDF.
11. The CDF responds with a 200 OK to the CC withRTSP session identity.
12. The CC proxies the 200 OK to the CDNC.

13. The CDNC proxies the 200 OK to the ASM.

14. The ASM proxies the 200 OK to the IPTV Confél.

15. The IPTV Control FE proxies the 200 OK to theM\with the RTSP session identity and the Forcey Plut
control policy.

16. The ASM instructs the RAC to commit the resdrresources.
17. Once the resources are committed, the ASM psakie 200 OK to the IG.
18. The IG returns an HTTP 200 OK to the OITF, udéhg the RTSP session identity and the policygaused.

19. The IG replies with an ACK that is proxied thié way to the CC following the same signallinghpidiat the
INVITE message took.

20. The OITF executes the Forced Play Out contltitpdisabling the user operations as appropriate.

Note 1 For Forced Play Out control applied when a ustenapts trick play operation while watching schedutontent, the
above signalling flow can be applied with the fallng modifications:

1. The INVITE message will instead be a RE-INVITEWDATE message.

2. The resource reservation and commit steps mgtead convert the reserved resources from multicas
to unicast.

Note 2 Policies sent to the OITF may need to be secaneldhandled by a trusted entity within the OITFder the current
OITF definition, this would fall to the CSP funatis, and so a CSP-based solution may be desirable.
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6.9.2 Forced Play Out controlled by the Cluster Con  troller (managed
model)

The call flow in Figure 6-3depicts the sequence of messages that are exchahgeda user make trick play operation
while watching a scheduled content item with tiritgs available or a CoD content item, the fastifard is forbidden by
the CC. The following is a brief description of tsteps:

2. INVITE

1. HTTP POST
(COD content ID)
L

»
>

| 3. Resource reservation |

4. INVITE

>

5. Validate request
Select CDNC
I

6. Acquire Forced Play
Out control policy

- INVITE (Policy
)

8. INVITE (Policy)

\ 4

9. INVITE (Policy) | Store the policy

:—a%ct CDF

10. RTSP SETUR.

>
12.200 OK (RTSP 1. gc;gg;(izzrsp
1 ___Session id) —Sessionid)
P 13. 200 OK (RTSP Session id) <
14. 200 OK (RTSP|Session id)

A

15. 200 OK (RTSP|Session id)

<&
<

| 16. Resource commit |
17.200 OK (RTSP Session id)

18. HTTP 200 OK
(RTSP Session id) |
-

< 19. ACK

> 19. ACK
19. ACK
Fast < 19. ACK
forward 4 Y
request > 19. ACK >
—> 20. RTSP Play (fast forward) »
>

21. Execute the forced
play out policy, and
disable the fast forward
button

22. 403 (forbidden) }

A

Figure 6-37: Forced Play Out controlled by the CC

The following is a brief description of the stepglie message flow:

1. The user selects a CoD content item, and thé&®G€hds an HTTP POST to the IG. The request inslade
indication to use the CoD service and the contiantity.

The IG issues a SIP INVITE message to the ASM.
The ASM uses the services of the RAC to perfrgsource reservation.
The ASM proxies the INVITE message to the IPTahol.

The IPTV Control validates the request and $gldwe appropriate CDNC for the requested content.

o g c w D

The IPTV Control interacts with the IPTV Applitn to acquire the Forced Play Out control pojey the
content identity and/or the user’s subscriptiominfation. The policy details how to control the . e.g.,
forbid the fast forward operation during ad ins®rti
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Note: The IPTV Application may fetch or generate the-ponfigured Forced Play Out control policy frone th
content metadata based on the CoD content ID.

7. The IPTV Control FE issues an INVITE to the ASNih the Forced Play Out control policy.
8. The ASM proxies the INVITE to the CDNC selectsdthe IPTV Control FE.
9. The CDNC selects an appropriate CC and proRie$NVITE to the CC.

10. The CC stores the Forced Play Out control ppielects an appropriate CDF and sends an RTSRBET the
CDF.

11. The CDF responds with a RTSP 200 OK to the @ the RTSP session identity.

12. The CC proxies the SIP 200 OK to the CDNC.

13. The CDNC proxies the 200 OK to the ASM.

14. The ASM proxies the 200 OK to the IPTV Confél.

15. The IPTV Control FE proxies the 200 OK to theM\with the RTSP session identity.

16. The ASM instructs the RAC to commit the resdrresources.

17. Once the resources are committed, the ASM psakie 200 OK to the IG.

18. The IG returns an HTTP 200 OK to the OITF, udéhg the RTSP session identity to be used.

19. The IG replies with an ACK that is proxied thié way to the CC following the same signallinghpidiat the
INVITE message took.

20. The user chooses to fast forward through théeo, resulting in the OITF sending an RTSP fasvérd play to
the CC.

21. The CC executes the Forced Play Out contratypdisabling the user operations as appropriate.

22. If the CC denies the operation, it respondt¢cOITF with a 403 Forbidden.

Note: For Forced Play Out control applied when a usiengpts trick play operation while watching schedutontent, the
above signalling flow can be applied with the fallng modifications:

1. The INVITE message will instead be a RE-INVITEBWDATE message.

2. The resource reservation and commit steps mgtead convert the reserved resources from multicas
to unicast.

6.9.3 Integration with OITF functions

In some cases, in addition to controlling whichreseay access certain content and services, détlarol is required
over the play out by a user of a service or confBis is required, for example, when a Servic€ontent Provider does not
want a user to skip over a warning, announcemeateertisement.

As shown in the call flows below, the IPTV Applimat determines when service/content play-out comtngst be exercised,
and when certain actions are to be disabled. Thé@as in this section show how play out conti®lexecuted on the OITF.
Depending on implementation choices made by thei@#Content Provider, this can be done in différeays.
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6.9.3.1 Use of DAE and CSP for enforcement of OITF- enforced playout control

Figure 6-38 illustrates the processes involved wilag out control over streamed or progressive doachcontent is
implemented at the client-side. In this case, 1ag put logic, such as stringing together contemnt advertisements, is under
the control of the IPTV Application and executedhie OITF by a downloaded DAE application. Notet the “player”
shown in this call flow is the internal media plag@nction within the OITF. It includes the streaeteiver, decryption and
codecs shown in the model of the OITF from Figufe &nd also the internal media player logic of GH&F.

Transport Proc. Func.

‘ 1 Browser IPTY .
CSP-T/CSP-G Player (DAE) Application { Cluster Controller

Content & Service
Pratection (CSP)

1. Service & Content Selection |

2. Rights Delivery

3. Content Delivery & Access (typically HTTP)
3a. Rights Enforcement

3b. User initiated
playoutevents 3c. Playout Control

3
A

3d. Content delivery

Figure 6-38: Client-side play out control for streaned and progressive download service

1. Using the browser, the user chooses an IPTViégidn and selects a service or content itemhaw/s in
Section 6.2.

2. Using the browser, the IPTV Application triggéne OITF to acquire rights (and keys) for the BmEricontent.

3. Using the browser, the IPTV Application triggéhe OITF to acquire the content item from the Baort

Processing Function and render it. Steps 3a, bdaare part of this process

3a. In the case of protected content, the Playeation inside the OITF will need the keys to acdabgscontent item.
These keys are acquired from the CSP-T or CSP-@&ifimand will not be released unless the usethes
rights to access the content.

3b. During the rendering of the content, the Usay ifvia a DAE application) request the Player &i-farward or
pause the content. These requests are availatile DAE [Ref 46]. This method can be used for hptitected
and non-protected content.

3c. The IPTV application can use the DAE A/V plagk®@PI [Ref 46] to implement the play-out-policydan
instruct the native player to override the useusstis and enforce normal play-out. These callsledyandled
locally by the DAE application or forwarded to TV Application on the server side.

3d. The Player adapts its content requests acaydin
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6.9.3.2

Use of DAE, CSP and CC for network-enforced  playout control

Figure 6-39 illustrates the processes involved wtlay out control over streamed content is implete@mt the server-side.

3a.
3b.

3c.
3d.

6.10

Content & Service

Browser IPTV [ Transport Proc. Func.
Protection (CSP)

CSP-T/CSP-G Player (DAE) Application | Cluster Controller

1. Service & Content Selection ‘:

2. Rights Delivery

3. Content Delivery & Access (typically RTP/RTSP)
3a. Rights Enforcement
Rl | 3p. User inifiated playout requests

3c. Playout Contral

3d. Content delivery

Figure 6-39: Service side play out control

Using the browser, the user chooses an IPTViégibn and selects a service or a content item.
Using the browser, the IPTV Application triggéne OITF to acquire rights (and keys) for the 8mAContent.

Using the browser, the IPTV Application triggéhe OITF to acquire the content item from the Baort
Processing Function and render it. Steps 3a, bdaare part of this process

The Player function inside the OITF will nebd keys to access the content item. These keyacqrered from
the CSP-T or CSP-G function and will not be reldasaless the user has the rights to access thertont

During the rendering of the content item, thleetumay (via a DAE application) request the Clu€tentroller to
fast-forward or pause the Content. This methodbeansed for both protected and non-protected ctnten

The Cluster Controller receives play-out cdritrformation from the IPTV Application.

Depending on the Play-out policy, the Clustent@ller will honour the user playout requests arstruct the
Transport Processing Function to execute them.

Personal Video Recorder (PVR) Services

6.10.1 Overview
The PVR is a service that permits the IPTV Usehwippropriate rights to record content availabteugh this offering.

PVR services can be categorized according thedfptorage, the involved roles (service providarntoalled, user
controlled) and the user and service interactiodehaor he following definitions apply:

Local Storage the recorded content is stored within the consuinenain or ITF (OITF, IG, AG, WG)

Network Storage the recorded content is stored in the IPTV serprovider domain (Service Provider Network
Equipment)

Immediate Recording the user decides to record a scheduled contenedrately. The scheduled content must be
multicast at that moment.

Scheduled Recording The user decides ahead of time to record a stdedontent.

User Controlled recording: No Service Provider intervention or permissiomiglved to record content, apart
from content protection.

Network controlled recording: The content is recorded under Service Providatrob
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6.10.2 Local PVR

6.10.2.1 Locally Managed Local PVR recording based on a timer

Figure 6-40 shows the simple case of a schedutsd RVR recording triggered by a timer in the OI'Nete that recording
and play back of the recording may be policed leyGI$P function in the OITF.

OITF IG TPF ASM IPTV Control

Set up

User selects the content to
record based on EPG

Timer set-up

Recording

Timer: Start time of
programme

1. Network attachment, IPTV Service Discovery and User Registration (as required)

2. Scheduled Content Session Set-up

3. Join Channel () »

<4—————4. Scheduled Content Stream reception ()}——————

5. OITF starts recording

Timer: End time of
programme

6. OITF stops recording

7. Leave Channel () »

8. Scheduled Content Session Tear-down

Figure 6-40: Call flow for local PVR function basedon a timer in the OITF

First, the user sets up a scheduled content regprshown in the upper portion of the figure.
The user selects an item of content from the ER@ raquests that it is recorded.

The OITF sets up an internal timer based on theé titae of the content item. Typically, the timeillvbe set to
trigger shortly before the scheduled start timéhefcontent item, in case it starts early. Simjlaithe recording
will usually be set to finish some time after tlthaduled end time of the programme.

Note that advanced functions such as the autometarding of a complete series, or recording based
recommendation service, are possible, but areetaildd here. The OITF may also attempt to resobrélicts at
this stage, for example if overlapping recordingsstheduled but the OITF can only make one reagrdi a
time. In any case, the outcome of the set up staljat one or more timer events are set up withenOITF.
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At a later time, the OITF performs the recordingpwn in the second part of the figure.
The OITF's internal timer triggers at the approgiime.

1. The OITF performs any procedures that are nacgb&fore broadcast session set up. Which proesdue
necessary depends on the state of the OITF aintleeof the trigger. If it is powered down, all pemtures
including network attachment, IG discovery, usgistation and IPTV service discovery must be penfed. If
the OITF is already active and the user to makeeherding is signed in, no action is necessarye uat
conflicts may also occur at this stage, for exanifiifee user is already using a service and thenasufficient
bandwidth available to receive the additional s\tb be recorded. Resolution of any conflictsssuaned to be
managed by the OITF.

2. The scheduled content session is set up asilokedan Section 6.6.1.
3. The OITF uses IGMP to join the multicast delivehannel of the scheduled content service.
4. The service is received by the OITF via a ma#icstream.
5. The OITF records the received stream to locabge.
At some later time, the internal timer in the OIffiggers again to indicate that the recording stictibp.
6. The OITF stops recording.
7. The OITF uses IGMP to stop multicast delivery.
8. The scheduled content session is torn down smibed in Section 6.6.2.

6.10.2.2 Locally Managed Local PVR Accurate Recordi ng based on In-Band Signalling

Some existing digital and analogue television syistenable accurate recording, meaning that theastdrend of the
recording are aligned with programme play out, srwbrdings take place correctly even when a programs delayed or
extended without warning. The call flow below shdwesv this can be achieved using in band signalliripe form of EIT
(Event Information Tables), as defined in ETSI EN) 368 [Ref 40].

Note that the use of EIT in scheduled content sesjiand the processing of these tables by the @dTdptional in the Open
IPTV Forum specifications [Ref 45].

Note that recording, and play back of the recordmgy be policed by the CSP function in the OITF.
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OITF IG TPF ASM IPTV Control

Set up

User selects the content to
record based on EPG

Timer set-up

R N

ecording

Timer: Close to start time of
programme

1. Network attachment, IPTV Service Discovery and User Registration (as required)

2. Scheduled Content session set-up

3. Join Channel () »

<4—4. Scheduled Content stream reception ()

OITF watches running status
flags in EIT tables

5. Running status flag
indicates start of programme.
OITF starts recording.

OITF watches running status
flag in EIT tables

6. Running status flag
indicates end of programme.
OITF stops recording.

7. Leave Channel () »

8. Scheduled Content session tear-down

Figure 6-41: Call flow for local PVR function with accurate recording based on in band signalling

First, the user sets up a scheduled content rewpriihis is done as in the basic case shown inde6t10.2.1, except that
in addition to setting up the timer, the OITF astores an identifier for the content. In the cafsta® EIT-based scheme
shown here, the identifier is a combination of th¥B triplet” of <original network ID, transport stam ID, service ID>,
and the event ID — together these form a uniquetiiiler for the programme.

At a later time, the OITF performs the recording.

The OITF’s internal timer triggers at the approfgiime. This should be some time in advance oeipected
start time of the programme, in case the programms early, or the OITF’s internal clock is not ate.

1. The OITF performs any procedures that are nacgs&fore scheduled content session set up. Jlais i
described in Section 6.10.2.1.

2. The scheduled content session is set up asilokeddn Section 6.6.1.

3. The OITF uses IGMP to join the multicast delivehannel of the scheduled content service.

4. The service is received by the OITF via a ma#iicstream.
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Instead of starting the recording immediately, @i&F instead monitors the EIT contained in theatreThese
can be used to signal the moment that a contentattually starts and ends using the “running stdtag. Note
that this is dependent on the service or contemtiger accurately provisioning the EIT.

5. When the running status flag indicates thattient item of interest is starting, the OITF melsathe received
stream to local storage.

Instead of setting a timer to trigger the end efrbcording, the OITF instead continues to monherEIT.

6. When the running status flag indicates the drileocontent item, the OITF stops recording.
7. The OITF uses IGMP to stop multicast delivery.
8. The scheduled content session is torn downsgited in Section 6.6.2.

6.10.2.3 Local request for Service Provider control  led Local PVR Recording

Based on the EPG, the user decides to set-uptbediag of a program (immediate or scheduled). fHwerding is
performed on Local Storage, under the control efl[ENTV Service Provider.

It is also possible to achieve this procedure thhoai DAE application interacting with an IPTV Apgtion directly, but this
is not described in this subsection.

Figure 6-42 shows a call flow for a local PVR ratling session.

Resource Authentication IPTV '
orTF i TPF ‘ Admission ‘ and Session Control ‘ Metadata ‘ ‘ IPTY Senvice
Control Management (PVR)
The user selects the content to
record based on EPG
——0.- HTTP Pending IG(IPVR)—jw-
1. HTTP POST
— . 2. SIP: MESSAGE
(PVR Service Capture Requesl)> (PVR Service Capture Request] -
3. Service Profile Request——————pp»
|«f}—— 4. Service Profile Response————
5. Validate request, according PVR User
Profile Settings
-ff——— 6. 200 OK (PVR Service Capture
7.HTTP 200 OK

<(F’VR Service Capture Response)_

8. SIP: MESSAGE,

-
Rl (Record Request)

———9. 2000K:

10.- Pending IG (}——m

10. 200 OK (Record

\ 4

P! )

—_—1 i e
Service Profle Upda
i i 12. PVR-Profile
Time to Order Recording of a Status Update to “Order captured”
Program on a Channel

| 13. SCHEDULED CONTENT SESSION SET-UP

15. [PVR] OITF

Starts recording

16 [PVR] OITF
Finishes recording

| 17. SCHEDULED CONTENT SESSION TEAR-DOWN

~

14. Join channel (f——————fm

p

18. Metadata Update—/pmm|

19. PVR-Profile »
Status Update to “Program Recorded”

Figure 6-42: Call flow for a local PVR recording sesion
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The following is a brief description of the stepshie flow:

10.

11.

12.

13.

14.
15.
16.
17.

18.
19.

The user, based on information provided by the E®?@grs the recording of an available scheduledetdritem
scheduled for future multicast delivery.

Note: Immediate recording is analogous to scheduledrd&eg with the timer set to 0.

The OITF makes a request to the IG to capteetnticular Scheduled content item selected byisiee. During
this step, the OITF gives appropriate parametetisedG to identify the Request Type as
“SetUpRecordingOrder”, the BCService Id, the Pragidh and relevant timing information as
ProgramStartTime, ProgramEndTime, ProgramDuragtn, The OITF also indicates the TargetUserID. The
TargetUserID identifies the User on behalf of whitra request is made. The request shall includethéso
storage recording mode (local) and if it is a Scied Recording (“SR” as used in this example, aotdam
immediate recording request, “IR”).

Note: The Request Type can be of several types: satrapording order, cancel a recording order, delete
recorded content, edit a recording order, and \d@eecording order.

The IG transforms the HTTP POST request from &timto a SIP MESSAGE request with appropriate
parameters defined by step 1, and sends it to®h¥ IControl via the ASM in the IMS core network.ertPTV
Control receives the request, acting as a Termmga&iP UA.

The IPTV Control queries the IPTV Service PmHE to retrieve the IPTV Service and User Prafiledetch
the user related PVR settings.

The IPTV Service Profile FE returns the IPTV Beofile to the IPTV Control.

The IPTV Control verifies that the user is sullsed to the service. The IPTV Control verifiestitieere is no
active Capture Order for the same Program. The lEo¥trol verifies that the user is allowed to getau
Scheduled Recording order in the Local mode. Wheridcal mode is initiated, the IPTV Control verdithe
recording capabilities of the target local PVR #sdsettings (spare limits in time and volume).

Then, the IPTV Control confirms the Capture Resjdo the IG via the ASM.
The IG transforms the SIP 200 OK into HTTP 200&nd sends it to OITF.

The IPTV Control sends a SIP MESSAGE to the i&stle ASM with BC Service Id, the Program Id, and
relevant timing information as ProgramStartTimegydPamEndTime, ProgramDuration, etc.

A HTTP 200 OK in sent to the OITF in responsé®HTTP Pending IG Request.

A new HTTP Pending IG request is sent by thEFQLith a SIP 200 OK response in the HTTP messadg.b
The IG sends the SIP 200 OK, in response to theved SIP MESSAGE, to the IPTV Control via the ASM.

Upon reception of the confirmation response |V Control updates the IPTV User Profile stdtrsPVR to
“Order Captured”, meaning that the order is pendirgcution.

The IPTV Service Profile FE updates the PVRUSt&lag to “Order_Captured” together with related:
Program and BCServiceld.

The OITF starts a counting down timer up todRpected time the program is scheduled to stathé\start
time of the scheduled program, the OITF sets ughaduled content session.

The OITF joins the multicast channel.
The OITF starts recording when it receives|Ehéow.
When the program is over, the OITF stops therding.

When the recording finishes, the OITF leavescthannel and tears down the scheduled contenbse®githin
this tear down process, the OITF reports backedPTV Control the result of the recording, togetivéh the
“spare_limit_in_volume” and “spare_limit_in_timealues for the specific user (the UserID is alsovjgied).

The IPTV Control updates the metadata recqudsific for PVR.

The IPTV Control updates the IPTV User PrafidR Status Flag to “ProgramRecorded”, togethetedlifo:
Program ID and BCld.
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At this point, since the content is stored in tH&[) no further interaction is necessary between@fTF and
other network entities to either access or playr¢oerded content

Note that if the OITF is using a DAE applicationtédk to the IPTV Application, then steps 8 throl@ban be
replaced by a HTTP 200 OK sent in response to alHFénding 1G request from the OITF.

6.10.2.4 Remote request for Service Provider contro lled Local PVR Recording

Remote requests for recording allow an authorize to perform PVR requests from an OITF diffetéan the one used
for recording.

Figure 6-43 shows a call flow for a remote reqtiest local PVR recording session.

Resource Authentication IPTV
OITF2 T o uihenticatto IPTV Control Metadata .
OITF (LPVR) IG Admission and Session (PVR) il Service
Control Management Profile
The user selects the content to record based on EPG.
OITF knows OITF 2 can be used for L-PVR e.g. Get the
OITF 2 presence status
_ O-HTTP
Pending IG()
L 1.HTTP POST
(PVR Service Capture Request)> 2. SIP: MESSAGE —
(PVR Service Capture Request) Ll 3. Service Profile Request )
laf}—— 4. Service Profile Response————
5. Validate request, according PVR User
Profile Settings.
Validate that User 1 can record on behalf
of User 2.
- i
7 HTTP 200 OK 6. 200 OK (PVR Service Capture

4(F’VR Service Capture Response)_
. 8. SIP: MESSAGE,

Il (Record Request)
9. 200 OK(—

10.-HTTP
PendinglG(™

11. 200 OK (Record

A J

12. Service Profile Update——————Jm

Timer UP
_ 13 PYR Profie
Status Update to “Order captured”
Time to Order Recording of a
Program on a Channel

| 14 SCHEDULED CONTENT SESSION SET-UP
15. Join channel (y——m
16. [PVR] OITF
Starts recording
17. [PVR] OITF
Finishes recording
| 18. SCHEDULED CONTENT SESSION TEAR-DOWN

19. Metadata Update—jpm-

20. PVR-Profile »
Status Update to “Program Recorded”

Figure 6-43: Call flow for a remote request for adcal PVR recording session

The following is a brief description of the stepghe flow:

The user, based on information provided by the E®?@grs, on OITF 2, the recording of an availalsleesluled
content program scheduled for future multicastveel;.

1. The OITF makes a request to the IG to capteeénticular scheduled content item selected byisiee. During
this step, the OITF gives appropriate parametetisedG to identify the Request Type as
“SetUpRecordingOrder”, the BCService Id, the Pragidh and relevant timing information such as
ProgramStartTime, ProgramEndTime, ProgramDuragtm, The OITF also indicates the TargetUserID. The
TargetUserID identifies the User on behalf of whithv@ request is made, in this case User 2. The séghall
include also the storage recording mode (local)ifitds a Scheduled Recording (“SR”, as in thi@mple, and
not an immediate recording request, “IR").

2. The IG transforms the HTTP POST request from &tmto a SIP MESSAGE with appropriate parameters
defined by step 1, and sends it to the IPTV Contiakhe ASM in the IMS core network. The IPTV Crant
receives the request, acting as Terminating SIP UA.
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10.
11.
12.

13.

14.

15.
16.
17.
18.

19.
20.

The IPTV-Control queries the IPTV Service P®HE to retrieve the IPTV User Profile of User@pbtain the
user-related PVR settings.

The IPTV Service Profile FE returns the IPTV Beofile to the IPTV Control.

The IPTV Control verifies that User 2 is subsed to the service. The IPTV Control verifies tthegre is no
active Capture Order for the same Program. The IB®Ntrol verifies that the user is allowed to getu
Scheduled Recording order in the Local mode. Wherdcal mode is initiated, the IPTV Control vezdithe
recording capabilities of the target local PVR #sdettings (spare limits in time and volume). TRV
Control verifies that User 1 can record on beh&liger 2.

Then, the IPTV Control confirms the Capture Resjio the IG via the ASM.
The IG transforms the SIP 200 OK into an HTTP @K and sends it to the OITF.

The IPTV Control sends a SIP MESSAGE to the sananother IG via the ASM, with the TargetUserBxL;
Service Id, the Program Id, and relevant timinginfation such as ProgramStartTime, ProgramEndTime,
ProgramDuration, etc . This message includes tirage requirements to be checked by OITF 2.

A HTTP 200 OK in sent in response to the HTTRd#gg IG request.
A new HTTP Pending IG is sent by OITF 2 witBI& 200 OK response in the HTTP message body.
The IG sends the SIP 200 OK to the IPTV Conti@the ASM

Upon reception of a confirmation responseJ@ie/ Control updates the IPTV User Profile statti&eer 2 for
PVR to “Order Captured”, meaning that the ordgyaading execution.

The IPTV Service Profile FE updates PVR Sté&lag to “Order_Captured” together with related irffloogram
and BCServiceld.

OITF 2 starts a counting down timer up to thgeeted time the program is scheduled to starthéistart of the
time of the scheduled program, OITF 2 sets up adided content session.

OITF2 joins the multicast channel.
OITF 2 starts recording when it receives thédi®.
When the program is over, OITF 2 stops therding.

When the recording finishes, OITF 2 leavesctiennel and tears down the scheduled content se¥githin
this tear down procedure, OITF 2 reports back ¢olHTV Control the result of the recording, togettie
“spare_limit_in_volume” and “spare_limit_in_time&alues for the specific user (the UserID is alsuvjated).

The IPTV Control updates the metadata recqrdsific for the PVR.

The IPTV Service Profile FE updates the PVRuUSt&lag to “ProgramRecorded”, together with tHateal info:
Program ID and BCld.

Note that if the OITF is using a DAE applicationtédk to the IPTV Application, then steps 8 throlyban be
replaced by a HTTP 200 OK sent in response to alHFénding 1G request from the OITF.

6.10.2.5 Remote request from a non-OITF device for  Local PVR Recording (managed

model)

Remote request for Local PVR recording allows ahanized user to perform local PVR requests fronoa-OITF enabled
device using a web browser.

Figure 6-44 shows a call flow for remote local Pk&Rording session using a web browser.
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Deviceha Target Authentication S IPTV Application . IPTV
ving Web OITF IG TPF and Session (PVR) HTTPW ([ o Service
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\
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Figure 6-44: Call flow for remote local PVR recordng session using a web browser

The following is a brief description of the stepghe flow:

0. As part of the user’s subscription to the remiefVR recording service, the service provider perfs a
binding between user’'s IPTV user identity (IMS IPTMPU), and the valid user’s credentials dependihthe
user’s device. These credentials could be userraai@assword, as utilized by HTTP DIGEST (see Secti
6.3), or IMSI, as utilized by EAP AKA and SIM AKAen devices support USIM or SIM cards, respectively
The IPTV Application supports an instance of a \ideltal for non-OITF enabled devices. As part of iei@ote
L-PVR recording service, and through the non-OITEBAbortal in the IPTV Application functional entitye
service provider grants access to the user’s IPPG Eervice according to the user’s IPTV Servicdilerarhus,
the user, based on information provided by the Eft@grs the recording on its OITF of an availabilegpam
scheduled for future multicast delivery.

1. The device, using a web browser, makes a retuéseé IPTV Application to capture the particusgheduled
content item selected by the user. During this,stepdevice provides the appropriate parametettsettP TV
Application to identify the Request Type as “SetlépBrdingOrder”, the BCService ID, the ProgramIDd an
relevant timing information as ProgramStartTimeagdPamEndTime, ProgramDuration, TargetUserID, etc.

2. A specific functional entity in the Service Piger domain or, optionally, the IPTV Applicationthenticates the
user request based on DIGEST or EAP SIM, or EAP Addpending of the type of device used.

3. A specific functional entity in the Service Piger domain or, optionally, the IPTV Applicationtains the
user’s IPTV IMS user identity based on the validntities used on the specific device (user/passwistgl).
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10.

11.

12.

13.

14.

15.

16.

17.
18.
19.
20.

21.
22.

The IPTV Application, on behalf of the IPTV Userquests the IPTV Control to capture the recerpliest. The
IPTV Application gives some appropriate parametethe IPTV Control to identify the request, and, i
addition, the IPTV IMS User Id.

The IPTV Control queries the IPTV Service PeHIE to retrieve the IPTV User Profile, to fetch tiser related
PVR settings.

The IPTV Service Profile FE returns the profdehe IPTV Control.

The IPTV Control verifies that the user is sullm to the service. The IPTV Control verifiestttigre is no
active Capture Order for the same program. The IE®¥trol verifies that the user is allowed to setu
Scheduled Recording order in Local mode. When lowade is initiated, the IPTV Control verifies trecording
capabilities of the target local PVR and its seftiispare limits in time and volume). Then, the\lRJontrol
confirms the Capture Request to the IPTV Appligatio

The IPTV Application confirms the Capture Redueghe user.
The IPTV Application sends the result of the &tddRequest to the Device.

The IPTV Control sends a SIP MESSAGE to theesanmanother IG via the ASM with TargetUserID, BC
Service Id, the Program Id, and relevant timinginfation as ProgramStartTime, ProgramEndTime,
ProgramDuration, etc. This message includes thraggarequirements to be checked by the OITF.

An HTTP 200 OK containing the SIP MESSAGE ia tiT TP body is sent to the Target OITF in respdashe
HTTP Pending IG request.

A new HTTP Pending IG request is sent by thgdaOITF with a SIP 200 OK response to the reckisH
MESSAGE in the HTTP body. The Target OITF sendssponse to the IG, to confirm or reject the record
request.

The IG sends the SIP 200 OK with the RecorgBese to the IPTV Control via the ASM.

Upon reception of a confirmation responseJ@ie/ Control updates the IPTV User Profile statti&eer 2 for
PVR to “Order Captured”, meaning that the ordgrdading execution.

The IPTV Service Profile FE updates the PVRUSt&lag to “Order_Captured” together with relat&d:
Program and BCServiceld.

The Target OITF starts a counting down timetaughe expected time the program is schedulethto. #\t the
start of the time of the scheduled program, they@a®ITF initiates a scheduled content session.

The Target OITF joins the multicast channel.
The Target OITF starts recording when it reegithe IP flow.
When the program is over, the Target OITF stbpsecording.

When the recording finishes, the Target OlTdvés the channel and tears down the multicastosedadithin
this tear down, the Target OITF reports back tolB#/ Control the result of the recording, togetttex
“spare_limit_in_volume” and “spare_limit_in_time&alues for the specific user (the UserID is alsuvjated).

The IPTV Control updates the metadata recqrdsific for the PVR.

The IPTV Service Profile FE updates the PVRUSt&lag to “ProgramRecorded”, together with tHatesl info:
Program ID and BCId.

6.10.3 Network PVR (nPVR) (managed model)

6.10.3.1 OITF-initiated nPVR

OITF-initiated nPVR is a service that allows a userequest the recording of a scheduled content ftom an OITF. The
recording is done in the network using one of tik¥ing methods:

Synchronous recording order

The IPTV Control FE establishes and maintains asgd3ion with the CDN to set up and control a iiogr
session. Application level context synchronizai®maintained for the entire duration of the recagdsession. In
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other words, application level contebgttween peers in a recording session is synchrorsowith the progress of
the recording.

» Asynchronous recording order

The IPTV controller sends an order to the CDN wé@bording job information using SIP MESSAGE. TheNCD
informs the IPTV Control FE when the recording tt@nd ends: Application level context for eaclordimg must
be equally maintained in IPTV Control but syncheation is performed at specific points of the reloay session,
for example, at the end of the recording sessidailure etc. Hence, application level contexasynchronouswith
the progress of the recording during the recorgdiegsion,

In both cases
e Only one recording order will be placed in the CBHistinct users require the same recording.

* Note that the exact means of application synchatitn for both cases shall be defined.

6.10.3.2 Applicability of the Synchronous and Async hronous methods

The synchronous recording order method is applecabthe following case:

» Real time feedbackof the recording process is required. The IPTVt@dnby keeping the SIP session alive,
allows the user or any interested entity to haad time information about the recording procesds Biows
support for real-time end-user features such aaliiiity to be notified when the recording stathe ability to stop,
in real-time, an ongoing recording, the abilitywatch in real-time an ongoing recording, etc.

The asynchronous recording order method is appédatihe following case:

« Minimal feedback of the recording process is required. The IPTVt@dronly maintains the required state
information of the recording process (e.g. recaydinder placed, recording started, recording doflels approach
is appropriate in case the CDN is not owned bylfie/ Service Provider but owned by a third party.

6.10.3.3 OITF-initiated nPVR Recording — Synchronou s Method

Based on the EPG, the user decides to set-uptbediag of a program (immediate or scheduled). fHwerding is
performed on Network Storage, under the contreheflPTV Service Provider.

Figure 6-45 shows a call flow for the synchronowthod of setting up an nPVR recording session.
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OITF
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Figure 6-45: Call flow for network PVR recording session - Synchronous
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The following is a brief description of the stepshie flow:

0.

The user, based on information provided by tA&Forders the recording of an available Programeduled for
multicast delivery in the future.

Note: Immediate recording is analogous to scheduledrdeg, with the timer set to 0.

1.

The OITF makes a request to the IG to capteénticular Scheduled Content item selected bygee.
During this step, the OITF gives appropriate patanseto the I1G to identify the Request Type as
“SetUpRecordingOrder”, the BCService Id, the Pragih and relevant timing information such as
ProgramStartTime, ProgramEndTime, ProgramDuragtn, The request shall include also the storage
recording mode (“network”, in this example) andt is a Scheduled Recording (“SR”, in this exampaled not
an immediate recording request, “IR”).

Note: The Request Type can be of several types: segaguding order, cancel a recording order, deletxarded

10.
11.

content, edit a recording order, and view a recgrdirder.

The IG transforms the HTTP POST request from &timto a SIP MESSAGE request with appropriate
parameters defined by step 1 and sends it to thé iaShe IMS core network.

The IPTV Control receives the request, actingj@sninating SIP UA.

The IPTV Control queries the IPTV Service RedfE to retrieve the IPTV User Profile, to obtéme user
related PVR settings.

The IPTV Control verifies that the user is suliss to the service. The IPTV Control verifiestttigere is no
active Capture Order for the same Program forukés. The IPTV Control verifies that the new iterbe
recorded does not exceed the user’s storage quuedPTV Control verifies that the signalled Staragode is
according the User settings. Optionally, base®envice Provider determined criteria, the IPTV Cointould
override the PVR Storage mode signalled by the OITF

The IPTV Control confirms the Capture Requesh®OITF via the ASM and the IG, and starts timing
management procedures, that would include a tilragrdounts down to the expected time the program is
scheduled to start.

The IPTV Control updates the IPTV User Proftletiss for PVR to “Order Captured”, meaning tha¢eording
order is pending execution.

The IPTV Service Profile FE updates PVR Statag Fo “Order_Captured”.
The IPTV Control answers back to the user &iflo0 OK response.

At the start of the time of the scheduled paag or when the timer to order the recording of@gPam on a
channel expires), the IPTV Control issues an Oidecord_Request, of type “Start”, to the selectedt@ut
Delivery Network Function. The request includesdpgropriate parameters such as BCServicelD, Protpa
etc.

Note: Upon reception of more than one request for émesnetwork PVR recording session (BCSevicelD, RmgD),

12.
13.
14.
15.
16.
17.
18.
19.

the IPTV Control, based on local policy, may issa/ one Order_Record_Request of type “Start”hin tase,
the CRID will be updated for each of the requestsgrvice profile and metadata.

The CDNC assigns the CC function that will Hartle INVITE for nPVR.

The CDN selects a CDF with PVR capabilities.

The CC sends an RTSP ANNOUNCE to deliver reletransport parameters: IP Multicast for the clehnn
The CDF answers back with an RTSP 200 OK.

The set up of the RTSP session is performedarRITSP Session ID is established.

The CDF joins the Multicast Channel.

The CDF answers back with a RTSP 200 OK.

The CDF sends an order record command agam& TSP Session Id.
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20.
21.

22-23.
24.

25.
26.
27.
28.
29.

30.
31.
32.

33.
34-35.
36.
37.
38.
39.
40.
41.
42.

43.

The CDF with PVR Recording capabilities sténesrecording.

The confirmation of the recording is sent ba&luding the Content Reference Identifier (CRH3}ociated
with the content being recorded.

The message, including the CRID, is serk bathe CDNC and then to the IPTV Control, via @M.

The IPTV Control updates the metadata recqudsific for PVR. One parameter is the new ContesfeRence
Identifier assigned to the new content. A CoD sessistablishment to start streaming the conteriticou
optionally be possible at this point.

The Metadata Control acknowledges with a 200 OK

The IPTV Control updates the IPTV User PrafiléPTV Service Profile FE.
The PVR Status in the IPTV User Profile isteeiOrder_Recording”.

The IPTV Service Profile FE acknowledges wi08 OK.

When the recording finishes, and before the @akes the channel, the CDF reports back to th¥ Bontrol
the result of the recording (it includes some mumminformation like CRID and result code,).

The RTSP ANNOUNCE is sent to the CC.
The CC updates the information before senditgthe CDNC in a SIP UPDATE message.

The SIP UPDATE message is progressed to the {Bantrol FE, which uses the Session ID to vetify t
pending ACK for the recording order.

The IPTV Control acknowledges the UPDATE messag

The acknowledgement is sent to the CDNC tlaed onto the CC.

The CC sends an acknowledgement of the RTSP@NCE to the CDF.
The SIP session is terminated.

The SIP BYE is progressed to the CC.

In the CC, the RTSP session is torn down.

The CDF leaves the channel.

The IPTV Control updates the metadata recgrdsific for PVR.

The IPTV User Profile FE updates the PVR Stktag to “ProgramRecorded” together with the relatdo:
Program ID and BCId.

The PVR Status in the IPTV User Profile isteetOrder_Recorded”

At this point, in order to play the recorded comt@nContent-on-Demand session set-up needs tutteead by
the OITF.

6.10.3.4

OITF-initiated nPVR Recording - Asynchron ous method

Based on the EPG, the user decides to set-uptbediag of a program (immediate or scheduled). fHwerding is
performed in the CDN, under the control of the IP$&tvice Provider.

Figure 6-46 shows a call flow for the asynchronmgshod of setting up a local nPVR recording session
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(Record Request)

8.- SIP: MESSAGE

CDNC CcC CDF

. 8.- SIP: MESSAGE

(Record Request)

l (Record Request) »
9.- SIP: 200 OK

12- Service Profile Update——————Jpm»|

13.- PVR-Profile
Status Update to “Order captured”

14- Profile update confirmation———

"W (Order Confirmed)

(RTSP Recording signalling flows are the same as in the
synchronous method)

17.- Recording Starts:
RTSP Announce/Setup/Record

17a.- SIP: Message

- 10.- SIP: 200 OK
. (Order Confirmed)
11-SIP: 200 OK »
(Order Confirmed)
| 11-b.- Update Recourding Order information and context |
15.- SIP: 200 OK -
(Order Confirmed) l
17b.- SIP: MESSAGE
(Recording Satrted)

-
-}

17c- SIP: MESSAGE
(Recording Satrted)

| 17d-.- Update Recording Order information and context

4_17e.- SIP:2000K___ |

< el
W (Recording Satrted )

P 17g.- SIP: 200 OK—jpm-

17f.- SIP:200 OK-

20.- SIP: MESSAGE

18.- Recording Ends
RTSP Announce / Teardown

_g 19.- SIP: Message

W (Recording Ready )

> 23.- SIP: 200 OK—J

-
il (Recording Ready)
21- SIP: MESSAGE »
(Recording Ready)
| 21bis-.- Update Recording Order information and context |

22.- SIP: 200 OK

-—
21.- SIP:200 Ok P

€—24.- Metadata Update—p

25.- PVR-Profile

< Status Update to “Program Recorded” >

26 - Notification of Profile Update with recording ready information

Figure 6-46: Call flow for Network PVR recording - Asynchronous
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The following is a brief description of the stepghe flow:

0. The user, based on information provided by tA&Forders the recording of an available Programedled for
future multicast delivery.

Note: Immediate recording is analogous to schedudedrding, with the timer set to 0.

1. The OITF makes a request to the IG to capteednticular Scheduled Content item selected byisiee.
During this step, the OITF provides appropriateapaeters to the 1G to identify the Request Type as
“SetUpRecordingOrder”, the BCService Id, the Progih and relevant timing information such as
ProgramStartTime, ProgramEndTime, ProgramDuragtn, The OITF also indicates the TargetUserID. The
TargetUserID identifies the User on behalf of whitva request is initiated. The request shall alstude the
storage recording mode (“Network”) and if it is @®duled Recording (“SR”, and not an immediate ndiog
request, “IR").

Note: The Request Type can be of several types: setagrding order, cancel a recording order, delete a
recorded content, edit a recording order, and \d@ewecording order.

2. The IG transforms the HTTP POST request from &tito a SIP MESSAGE with appropriate parameters
defined by step 1 and sends it to the ASM in th& Iddre network.

3. The IPTV Control receives the request, actingiersninating SIP UA.

4-5.  The IPTV Control queries the IPTV Service HedfE to retrieve the IPTV Service and User Pesfiland to
obtain the user-related PVR settings.

6a. The IPTV Control verifies that the user is switied to the service. The IPTV Control verifieattthere is no
active Capture Order for the same Program. The IB®ktrol verifies that the user is allowed to getu
Scheduled Recording order in the “Network” mode hag enough storage space in the quota allocated to
subscription.

6b. The IPTV Control creates a context for the patel registers relevant information to keep traicthe order
status.

Note: Whether the IPTV Control sets a timer at thigstar immediately forwards the recoding order @ @bN
with appropriate information is left to the IPTVI8tion specifications.

7. The IPTV Control sends a SIP MESSAGE to the Agilhh the BC Service Id, the Program Id, and rel¢évan
timing information such as the ProgramStartTimegPamEndTime, ProgramDuration, etc.

8. The SIP MESSAGE is progressed to the CDNC, hed to the appropriate CC.
9-11la. The CC confirms the recording order witHRa 80 OK.
11b. The IPTV Control updates the context of thideolnd registers the order status information.

12. Upon reception of confirmation response, thBMontrol updates the IPTV User Profile statusPMR to
“Order Captured”, meaning that the order is pendixgcution.

13-14. The IPTV User Profiles updates PVR Statag kb “Order_Captured” together the related infegPam and
BCServiceld, and confirms that update to the IPToA{EoI.

15-16. The IPTV Control confirms the Capture Regiteshe OITF via the ASM and the IG.

The Recording Process between the CC and the CIDE ame as in the synchronous method (see steps3®
regarding RTSP and IGMP in Section 6.10.3.3).

17a-g. When the recording starts, the CC inforredBTV Control of that event using a SIP MESSAGERe TPTV
Control acknowledges the message with a 200 OK.
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18-23. When the recording is completed, the CC sen8IP MESSAGE to the IPTV Control. The IPTV Cohtr
acknowledges with a SIP 200 OK, after updatingcttretext of the order and registering the ordeustat
information.

24, The IPTV Control updates the metadata recqrdsific for PVR.

25. The IPTV User Profile FE updates the PVR Stitag to “ProgramRecorded” together related infagPam ID
and BCld.

26. When the user profile is updated, a notifigatgsent to the OITF.

6.10.3.5 Remote request from a non-OITF device for a PVR Recording

For the scheduling of network recordings, the sateps 1 through 9 for order capture as defineckati® 6.10.2.5 and
Figure 6-46 applies. Recording Control by the IPT&htrol will follow steps 7 through 21 as descritbe®ection 6.10.2.5.

6.11 Bookmarking

Bookmarking allows a user receiving a content isgran OITF to mark a point in time in the strearedtent which he can
access at a later time. The content item can bedsitdd Content or CoD.

The user can later retrieve the bookmark from awag on which he is registered.

Two procedures are specified for bookmarking cantemIMS-based procedure and a DAE procedure.

6.11.1 Bookmarking a CoD item

6.11.1.1 IMS-based approach

6.11.1.1.1 Bookmarking Creation and Storage

The call flow in Figure 6-47 depicts the IMS-basediuence for creating a bookmark for a CoD itemsdong it in the
user’s IPTV service profile for later retrieval.
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OITF has established a CoD Session

<
<

User request a
bookmark
e

1. RTSP GET_PARAMETER (position)

3.HTTP POST (SIP INFO)
4. SIP INFO ginfo-gvent-CoD-Bookmark, content id)

5. SIP INFO (info-event-CoD-Bookmark, content id)
-—_
6. Bookmark request (info-event-CoD-ﬁookmark, content id)
7. XCAP PUT (info-event-CoD-Bookmark other data)
—

8. 200 OK

9. Response ()

<

—L0. SIP 200 OK

11. SIP 200 OK
—

12. HTTP 200 OK (SIP 200 OK)
—

Figure 6-47: IMS-based CoD Bookmark creation and Strage

The following is a brief description of the steps:

1.

10.
11.
12.

The OITF has established a CoD session. At gmim in time, the user decides he wants to cradteokmark.
If the OITF does not have the current play out fims; it sends an RTSP GET-PARAMETER request toGke
which sends an RTSP GET-PARAMETER request to th€ @lrequest the current play out position.

The CDF returns the response to the RTSP GETAMIRTER request in an RTSP 200 OK to the CC, which
returns the 200 OK to the OITF.

The OITF issues an HTTP POST request to thé#Bincludes the SIP INFO message.

The IG sends to the ASM a SIP INFO Messageitichides the info-event CoD-Bookmark package a$ agel
the CoD content id.

The ASM proxies the SIP INFO Message to the IZwitrol FE.

The IPTV Control FE issues a Bookmark store estjto the IPTV Application handling bookmarks. The
request includes the info-event CoD-Bookmark paekatd the content id

The IPTV Application issues an XCAP requestbehalf of the user, to update the service profité the CoD-
Bookmark data

The IPTV Service Profile returns the responsthédPTV Application.

The IPTV Application returns its own responséi® IPTV Control FE.
The IPTV Control FE returns a SIP 200 OK toAlSM.

The ASM proxies the SIP 200 OK to the IG.

The IG returns to the OITF a 200 HTTP OK timatudes the SIP response
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6.11.1.1.2 Bookmarking Retrieval

The call flow in Figure 6-48 depicts the IMS-baseduence for retrieving a CoD bookmark that isestan the user’s IPTV
service profile.

1. XCAP Get (CoD-Bookmark, other)

2. HTTP 200 OK (data)

Figure 6-48: IMS-based CoD Bookmark retrieval

The following is a brief description of the steps:

1. The OITF issues an XCAP GET request to the IBEwice Profile to request the bookmark.
2. The bookmark is returned in an HTTP 200 OK respo

6.11.1.1.3 Content-related Bookmark Retrieval

Content-related retrieval allows a user to retriav¢he bookmarks previously set against the aaritem the user had
chosen for viewing. For example, the user watehsisow, and sets bookmarks on some terrific scemésat they may be
reviewed later. Some time later, when the user svnteview the show, the user requests the cofuemtewing. At the
same time, all the bookmarks for that content itgentransferred from the network to the OITF, dreuser can watch from
any of the bookmarked points.

Copyright 2011 © The Open IPTV Forum e.V.



Page 122 (236)

ITF RAC ASM IPTV CDNC/ PTV
Control CCICDF Sperg:lcee

1. INVITE

»
»

Resource reservation

1. INVITE
2. XCAP GET(User ID)
3. 200 OK (service profile)
4. INVITE
«—
4. INVITE
5. 200 OK
' 5.200 OK
R
6. XCAP GET (User ID, content ID)
7. 200 OK (Bookmark list)
8. 200 OK <
—

Resource commit

8. 200 OK

&
<«

9. Display the bookmark list, and the user selects to start from one of the bookmarks

Figure 6-49: Content-related Bookmark Retrieval Cal Flow

The ITF sends an INVITE to the IPTV Control the ASM to set up a CoD session. The ASM uses the
services of the “Resource and Admission Contratictional entity to perform resource reservation.

The IPTV Control sends an XCAP GET to retridve tiser’s service profile.

The IPTV Service Profile returns 200 OK to tRY Control with the user’s service profile, ane IRTV
Control FE uses the user’s service profile datehteck the service rights for the requested service.

The IPTV Control validates the request, seld@sappropriate CDNC for the requested content sands the
INVITE to the CDNC via the ASM. The CDNC then satethe CC and sends the INVITE to the CC, which
selects the CDF and sends the RTSP SETUP to the CDF

The CDF returns an RTSP 200 OK to CC, whichrnsta SIP 200 OK to CDNC, which returns the 200t0K
the IPTV Control via the ASM.

The IPTV Control sends an XCAP GET to retridve bookmark list from the IPTV Service Profile, ihe
user ID and content identifier.

The IPTV Service Profile returns the 200 OK vitie bookmark list to the IPTV Control. Each boakknin the
list should contain at least the content ID andtittne reference.

Note: The messages in step 6 and 7 may be embeddeel inessages for steps 2 and 3.

The IPTV Control returns the 200 OK to the ITi& the ASM, with the Bookmark list. The ASM instts the
“Resource and Admission Control” FE to commit teearved resources.
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9.

The ITF displays the bookmark list to the used the user selects the bookmark from which skbesito start
viewing the content.

6.11.1.2 DAE-based approach for bookmarking CoD

6.11.1.2.1 Bookmarking Creation and Storage

The call flow in Figure 6-50 depicts the DAE-basedjuence for creating a bookmark for a CoD itemsaodng it in the
user’s IPTV service profile for later retrieval.

| OITF has established a CoD Session |

<
«

User request a
bookmark
—_—

1. RTSP GET_PARAMETER (position)

3. HTTP POST (CoD-Bookmark, content id)

4. XCAP PUT (CoD-Bookmark, other data)
—

5. HTTP 200 OK

6. HTTP 200 OK

Figure 6-50: DAE-based CoD bookmark creation and stage

The following is a brief description of the steps:

1.

o o

The OITF has established a CoD session. At gmim in time the user decides he wants to cre@@o&mark.
If the OITF does not have the current play out fims; it sends an RTSP GET-PARAMETER request toGke
which sends an RTSP GET-PARAMETER request to th€ @lrequest the current playout position.

The CDF returns the response to the RTSP GETAMMRTER request in an RTSP 200 OK to the CC, which
returns the 200 OK to the OITF.

The OITF issues an HTTP POST to the IPTV Appiicafor storing the Cod-Bookmark. The requesttidels
the content id.

The IPTV Application issues an XCAP requestbehalf of the user, to update the IPTV Serviceikrefith
the CoD-Bookmark data.

The IPTV Service Profile returns the responstedPTV Application.
The IPTV Application returns an HTTP 200 OK resge to the OITF.
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6.11.1.2.2 Bookmarking Retrieval

The call flow in Figure 6-51 depicts the DAE-basedjuence for retrieving a CoD bookmark that isestan the user’'s IPTV
service profile. The following is a brief descriptiof the steps:

1. The OITF issues an HTTP GET request to the IRpplication to fetch the requested information.

2. The IPTV Application issues an XCAP GET requeghe IPTV Service Profile to request the bookmark
information.

3. The bookmark information is returned in an HTZ0® OK response.

4, The IPTV Application returns an HTTP 200 OK thatludes the bookmark information.

1. HTTP Get (CoD-Bookmark, other)

2. XCAP Get (CoD-Bookmark, other)
-—

3. HTTP 200 OK (data)
(= 7S

4. HTTP 200 OK (data)

Figure 6-51: DAE-based CoD bookmark retrieval

6.11.2 Bookmarking a Scheduled Content item

6.11.2.1 IMS-based approach

6.11.2.1.1 Bookmarking Creation and Storage

The call flow in Figure 6-52 shows the IMS-basedgedure for bookmarking a scheduled content itemd,storing the
bookmark in the user’s IPTV service profile fordatetrieval.
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OITF has established a Scheduled Content Session

P
<

User request a
bookmark
E—

1.HTTP POST (SIP INFO)
2. SIP INFO (Info—Event—TV—Bookmark, option)

3. SIP INFO (Info-Eyent-TV-Bookmark, option)

4. Bookmark request (TV-Bookmark, parameter)

5. The IPTV control server
must determine that this
program is available for

bookmarking if network option
is selected

6. XCAP put (TV-Bookmark other data)
L Sl

7.200 OK

8. Response ()

«—9.2000K
10. 200 OK

— =0
11. HTTP 200 OK (200 OK)
——

Figure 6-52: IMS-based Bookmark creation and storag for Scheduled Content

The following is a brief description of the steps:

1. The OITF has established a scheduled contesibseg\t some point in time, the user decides hetsvto create
a bookmark. The OITF issues an HTTP POST requebettG that includes the SIP INFO message.

2. The IG sends to the ASM a SIP INFO Messageitichides the info-event TV-bookmark package. If the
bookmark refers to a locally stored content, tlgiest includes the PVR field; otherwise this filslahot
included.

3. The ASM proxies the SIP INFO Message to the IFZiovitrol FE.

4. The IPTV Control FE issues a bookmark requetteédPTV Application handling bookmarks. The resfue
includes the TV-Bookmark and the PVR field (if inded in the request).

5. If the PVR field is absent, the IPTV applicatirifies that the selected scheduled contentadate for
bookmarking. This verification is bypassed if théRPfield is present.

6. The IPTV Application issues an XCAP requestbehalf of the user, to update the IPTV Serviceikrefith
the TV-Bookmark data, if a bookmark is available $torage

7. The IPTV Service Profile returns the responstédPTV application.

8. The IPTV Application returns its own responséi® IPTV Control FE.

9. The IPTV Control FE returns a SIP 200 OK to AM.
10. The ASM proxies the SIP 200 OK to the IG.

11. The IG returns an HTTP 200 OK that includes3He response.
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6.11.2.2 Bookmarking Retrieval

This procedure is identical to that described intife 6.11.1.2.2. Note that if the program is restarded and no bookmark
is created, then step 4 in Section 6.11.1.2.2 jstgm

6.11.2.3 DAE approach

6.11.2.3.1 Bookmarking Creation and Storage

The call flow in Figure 6-53 shows the sequencecfeating a DAE-based bookmark for Scheduled Carsted storing it in
the user’s IPTV service profile for later retrieval

OITF has established a Scheduled Content Session

<
<«

User requests
a bookmark
E—

1. HTTP POST (Info-Event TV-Bookmark, option)

2.The IPTV control
server must
determine that this
program is available
for bookmarking if
network option is
selected

3. XCAP put (TV-Bookmark other data)
L Sl

4.200 OK

5. HTTP 200 OK

Figure 6-53: DAE-based bookmark creation and storag for Scheduled Content

The following is a brief description of the steps:

1.

The OITF has established a scheduled contesibseg\t some point in time, the user decides hetsvto create
a bookmark. The OITF issues an HTTP POST to th&IRpplication for storing the TV-Bookmark. If the
bookmark refers to a locally stored content, tlguest includes the PVR field; otherwise this fislahot
included.

If the PVR field is absent, the IPTV applicatizarifies that selected Scheduled Content itenvaslable for
bookmarking. This verification is bypassed if théRPfield is present.

The IPTV application issues an XCAP requestheimalf of the user, to update the IPTV Serviceilrgfith the
TV-Bookmark data if a bookmark is available forrsige

The IPTV Service Profile returns the responsthédPTV application.
The IPTV Application returns an HTTP 200 OK e tOITF
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6.11.2.3.2 Bookmarking Retrieval
This procedure is identical to that in Section 6112.2.

6.11.2.4 Network initiated Bookmarking (Managed mod  el)

This procedure is performed when, for example]HIe/ Control FE needs to acquire the offset forplepose of session
transfer or session replication (see Section 6.2).8lote that other applications may need thicgdore as well.

Figure 6-54 shows how the OITF can use the IMS atwo return the requested information.

_ 1. SIP INFO (send offset)
2. HTTP 200 OK (SIP INFO)

3. HTTP POST (20Q OK)
4. SIP 200 OK (offset)
5. Bookmark request (info-event-CoD- Bookmark, content id)

»

6. XCAP put (info-event-CoD- Bookmark, other data)

7. 200 OK

8. Response () y

Figure 6-54: Network-initiated Bookmarking

The following is a brief description of the stepghie call flow:

1. The IPTV Control FE sends a SIP INFO messadieetdG (via the ASM which is not shown for simptigi
requesting the OITF to send to it the missing imfation.

2. The IG sends an HTTP 200 OK response to the @iaFincludes the SIP INFO.

3. The OITF issues to the IG an HTTP POST thauithes the SIP 200 OK response with the requested dat

4, The IG returns a SIP 200 OK response to the IED¥Mtrol FE. The IPTV Control FE may scale backtahe

returned position to cater for some time lost.
5 The IPTV Control FE then issues a Bookmark regtethe IPTV Application responsible for booknmeark
6. The IPTV Application issues an XCAP PUT requeghe IPTV Service Profile.
7 The IPTV Service Profile returns a 200 OK to A&V Application.

8. The IPTV Application returns a response to A€\ Control.

Note that steps 5 to 8 are needed in case the @itTkRot receive the bookmark during the sessiaiation procedure and
has to retrieve it.
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6.12 Parental Control
6.12.1 What is on the TV?

“What is on the TV” is a feature that allows usefith proper authorization to be informed of the tgom being watched at an
OITF. The description below shows how the OITF répto the network the content that is being wadche

There are several modes for this feature, all aEwhre under the control of service provider, atith are negotiated
during the scheduled content session setup, aneldfter. Changes to any of the negotiated modeseaur at any point in
time during the lifetime of a scheduled contensgesusing normal session modification procedurée. various modes for
the feature shall be aligned with the IETF RFC [REéf. The modes of operation are:

 The OITF can be ordered to report at all timescthr@ent being displayed after channel zapping

* An OITF that continuously reports the content ikdieing displayed after channel zapping can bererito stop
such reporting at any time.

* An OITF that is ordered to stop reporting the cohteeing displayed can be ordered to resume reygprti
immediately and until such time when it is ordetedtop reporting

All of the above modes are under the control ofsice provider.

6.12.1.1 Negotiated content reporting at session in itialization

The call flow in Figure 6-55 depicts the normalseace that occurs when a scheduled content sessignm is augmented
with the support for this feature, in which the ®IiE ordered to report the content currently belisplayed.

1. HTTP POST (Scheduled Content Session, send-info, rec-info)

» 2. INVITE (send-info, rec-info)

v

| 3. Initial Resource reservation |

4. INVITE (send-info, rec-info)

-—
| 6. Final Resource Modification |
[ 7. 200 OK (send-info, rec-info)
8. HTTP 200 OK (send-info, rec-info) N
<
11, IGMP JOIN 9. ACK »  10.ACK
—_— >
12. HTTP POST (Content-Info) 13. SIP INFO (info-event = content info)
>
_—
17. HTTP 200 OK () L 16. 200 OK «—
o <

18. User Performs Channel
Zapping

_

19. User stops Channel Zapping for
a minimum configurable period

20. HTTP POST (Content-Info)

21. SIP INFO (info-event = content info)

»22. SIP INFO (info-event = content info)
_—

25. HTTP 200 OK () le 24.200 0K

<

<

<

Figure 6-55: Content Reporting at Session initialiation
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The following is a brief description of the steps:

1.

o > N

9-10.
11.
12.
13.
14.
15.
16.
17.
18.
19.

20.

The OITF sends an HTTP POST request to the Kgttap the scheduled content session. The OITHRIM
Control FE MUST support the info-event packagecfmmtent reporting.

The IG sends a SIP INVITE to the ASM. The INVITEludes the headers received by the IG.
The ASM performs initial resource reservatiotimthe RAC.
Following that, the ASM proxies the INVITE toethPTV Control FE.

The IPTV Control FE validates the INVITE per th@mal procedure associated with the scheduleténarThe
IPTV Control FE then returns a 200 OK to the ASMeT200 OK MUST include the rec-info header. If the
IPTV Control FE does not want any reporting by @i&F it SHALL set the value of rec-info to that eft. If
the IPTV Control FE wants the OITF to report conieformation, it SHALL set the value of rec-info that
effect. In this call sequence, the value is sehgbat the OITF is ordered to report the cont€he 200 OK
may include the send-info header.

The ASM performs final resource modificationtwihe RAC.

The ASM proxies the 200 OK to the IG.

The IG sends an HTTP 200 OK to the OITF.

The IG sends an ACK to the ASM, which proxidge the IPTV Control FE.

The OITF issues an IGMP JOIN to the access tmuew the selected content item.
The OITF issues an HTTP POST to the IG to tgjpercontent being watched.

The IG sends a SIP INFO message to the ASMSTRdNFO includes the info-event for content rejmay.
The ASM proxies the SIP INFO to the IPTV Cohkh.

The IPTV Control FE responds to the ASM witkG8 OK.

The ASM proxies the 200 OK to the IG.

The IG sends an HTTP 200 OK to the OITF.

The OITF performs channel zapping.

Following channel zapping, it is assumed that®@ITF remains tuned to a scheduled content itera f
minimum configurable time.

After that time has elapsed, the OITF issuedBRP POST to the IG to report the content beirsplkdiyed.

The remaining steps are identical to the previepsring and will not be described again.
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6.12.1.2 Mid-Session negotiation for content report  ing

The call flow in Figure 6-56 depicts the sequerta bccurs in mid-session when a service providéers an OITF to stop
or resume content reporting depending on the OIoBenThere are no limits on how frequently suclom@®r can be sent.

The triggers for such an order can be many. Exagripldude a service request from an authorized mreernithe household
for the information when it is not available, mahiméervention by the service provider, etc.

Transport IPTV
OITF Processing -
Function
1. HTTP PENDNG request () o Trigger to request the OITF to
i stop reportin

_ 2 SIP UPDATE (rec-info = no content reporting)
—

_ 3. SIP UPDATE (rec-info = no content reporting)

<—-HTTP 200 OK (stop content reporting) ___%#

5. HTTP PENDNG request ()

> 6.200 OK () Iy 7 2000k

8. User Performs Channel
Zapping

_

9. User stop Channel Zapping for a
minimum configurable period

8

Trigger to request the OITF|
to resume content reporting |

11. SIP UPDATE (rec-info = resume content reporting) 10. SIP UPDATE (rec-info = resume content reporting)

1 12. HTTP 200 OK ( Resume content reporting) <
13. HTTP PENDNG request () > 14. 200 OK ()
¥ 15.200 0K ()
. ifo-¢ = f
16. HTTP POST request (Content Info) . 17. SIP INFO (info-event = content info) » 18. SIP INFO (info-event = content info)
—_—
21, HTTP 200 OK () L 20. 200 OK () _ 19.2000K ()

Figure 6-56: Mid-session signalling for content reprting

The following is a brief description of the steps:

1. It is assumed that the OITF is displaying contend the OITF is reporting the content being ldigpd. The
OITF sends an HTTP PENDING request so that it earive any information destined to it.

2. At some point in time, a trigger requests thEMRControl FE to order the OITF to stop reportihg tvatched
content. The IPTV Control FE sends a SIP UPDATEh®ASM. The UPDATE includes the rec-info header se
to indicate “no content reporting”.

The ASM proxies the SIP UPDATE to the IG.

The IG sends an HTTP 200 OK to the OITF to refiw request.

The OITF sends an HTTP PENDING request to the IG

The I1G sends back a 200 OK to the ASM in respdoshe SIP UPDATE.

The ASM proxies the 200 OK to the IPTV Contrél. F

Later, the user performs channel zapping, aadti F displays a new content item.

© © N o 0 > W

Channel zapping is stopped for the minimum gurfible time but the content displayed is not rubr

At some later point in time, the IPTV Control FEEeéves a new trigger to order the OITF to repoetdisplayed
content.
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10-15. The OITF issues an HTTP POST to the IG pontethe content being displayed. Steps 10-15demmtical to
steps 2-7.

Immediately upon receipt of the new order, the Ot&ports the content being watched in steps 16vRich are
identical to steps 20-25 described in Section 6.12.

6.12.1.3 Publishing and Subscribing to Content bein g watched by an OITF

There are two means by which content being stredmad OITF can be published:

» The end user can have an application on the Ola@fcém publish to a Presence server what the siseiriiently
watching. This is under user control.

e The IPTV Control FE can perform the same tasls #ware of the content being streamed and cansbuible data
to a Presence server on behalf of the user. Thisdsr the control of the service provider

Clearly, the information in the Presence serverlmnpdated by either approach simultaneously.

End users with appropriate authorization can sillis¢o receive this information. The service previgerforms the
necessary verification to ensure that only autleatizsers can have access to this information. s€hdce provider also
guarantees that the information is accurate. fHaigire is essential for parental control purposes.

6.12.1.3.1 Publishing watched content at an OITF by the Service Provider
The call flow in Figure 6-57 depicts the sequerarepiiblishing watched content, by the service mtewi

1. PUBLISH ( user, content information)

A

2. PUBLISH (user, content information)

3.200 0K ()

A

4.200 OK ()

\4

Figure 6-57: Publication of watched content at an OF by the Service Provider

The following is a brief description of the steps:

1. The IPTV Control FE has information related ¢mient being watched by a user at OITF1, and sai&iP
PUBLISH to the ASM on behalf of the user.

2. The ASM forwards the PUBLISH to the Presenceeser

3-4. The Presence server returns a 200 OK to ti, Adich forwards it to the IPTV Control FE.
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6.12.1.3.2 Publishing watched content at an OITF by  the End User

The call flow in Figure 6-58 shows the sequencmes$sages for publishing watched content by theusad

1. HTTP POST (SIP PUBLISH)
"2, PUBLISH ¢ontent information)

>

3. PUBLISH ¢hannel information

>

4. PUBLISH (content information

—

5. 200 OK ()

\4

)

>
»

6. 200 OK ()

L 8 HTTP 200 OK () < L2000K0

Figure 6-58: Publication of watched content at an OF by the end user
The following is a brief description of the steps:

The OITF issues an HTTP POST to the IG. Theestmcludes the SIP PUBLISH..
The IG forwards a SIP PUBLISH to the ASM.

The ASM forwards the SIP PUBLISH to the IPTV @ohFE or directly to the Presence server.

The Presence server responds with a SIP 2000@hetIPTV Control FE via the ASM

7. The IPTV Control FE forwards the SIP 200 OKhe ASM, which forwards it to the 1G.

1.
2
3
4. The IPTV Control FE forwards the SIP PUBLISHhe Presence server via the ASM.
5
6-
8.

The IG sends an HTTP 200 OK, which includes3i® 200 OK, to the OITF
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6.12.1.3.3 Subscribing to receive information on co  ntent watched at an OITF

The call flow in Figure 6-59 shows the sequencmes$sages for subscribing to receive informatiocamnent streamed at
an OITF.

1. HTTP POST (SIP SUBSCRIBE) 2. SUBSCRIBE ( What ison TV )
>

" 3. SUBSCRIBE (What s on TV)

4. SUBSCRIBE ( Whatis on TV

| 5. 200 OK ()
<
-, R
> =
6..200 OK ()
7. 200 OK () <
8. HTTP 200 OK () <

9.HTTP POST (HNG IGI Pending Request) 10. NOTIFY (Information)

11. NOTIFY (Information)

A

12. NOTIFY (Information)

13. HTTP 200 OK (SIP NOTIFY) <

16.200 OK ()

14. HTTP POST (SIP 200 OK) >
>

15.200 OK ()

A

v

17. 200 OK ()

Figure 6-59: Subscription to receive information orwatched content at an OITF

The following is a brief description of the steps:

1. The OITF issues an HTTP POST to the IG. Theestncludes the SIP SUBSCRIBE.
2. The IG forwards the SIP SUBSCRIBE to the ASM.

3. The ASM forwards the SIP SUBSCRIBE to the IPToh@ol FE. Before the IPTV Control FE forwards the
SUBSCRIBE message to the Presence server, it ciormpehe following optional step: The IPTV ContifeE
can pull the latest watched channel informatiomftbe OITF and publish it. It does so if it belisubat the
information has changed since the last time it pigsished. The IPTV Control FE can also choose to
temporarily request that the OITF retry subscridatgr while the IPTV Control performs that task.

4, The IPTV Control FE forwards the SIP SUBSCRIBEhe Presence server via the ASM

5-7.  The Presence server responds with a SIP 20b@#€ IPTV Control FE via the ASM, which, in tyforwards
the 200 OK to the IG via the ASM.

8. The IG sends an HTTP 200 OK that includes tfRe280 OK to the OITF.

9. The OITF sends an HTTP POST pending requestticigation of the reception of a NOTIFY.

10. The Presence server sends a NOTIFY includiagequired information to the IPTV Control FE VieetASM.
11-12. The IPTV Control FE forwards the NOTIFY h@tASM, which forwards it to the IG.

13. The IG sends an HTTP 200 OK that includes tReNEDTIFY to the OITF
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14, The OITF issues an HTTP POST that includesStRe200 OK response to the IG.
15-16. The IG forwards the 200 OK to the ASM, whjpasses it on to the IPTV Control FE.

17. The IPTV Control FE forwards the 200 OK to Bresence server.

6.12.2 Parental Authorization for CoD

An example of parental control within the contekGaD services, and using communication servicefers to the ability of
the IPTV solution to seek, in real-time, parentatharization when an end user engages with the IByStem for CoD
selection and if the IPTV User Profile of that ersr indicates such a need.

Section 6.12.2.1 provides an example for a call fio illustrate the roles played by different e@pestinvolved in parental
control within the context of a CoD service.

6.12.2.1 Browser-Based Portal CoD Application

This use case is about an end user engaging vethPth system for the purpose of selecting a Coffanwhom parental
control has been activated in the IPTV ServiceiRr&iE.

The call flow for this use case is shown in Fige#80. The following is a brief description of theps:

1. The end user, through the GUI and the OITF, besithe CoD application and makes his choice regaed
CoD.

The CoD application verifies with the IPTV Servieeofile FE if parental authorization is requiredda
determines that it is needed in this case.

2. The CoD application returns an HTTP respongbddITF to inform the user that parental authaidrais
currently being sought, before the selected cortantbe made available for viewing.

3. The CoD application sends a request to the IE®ktrol FE to request parental authorization fersbbject
end-user. The CoD application includes all infolisraneeded in that regard.

The IPTV Control FE can use various means to oltterequired authorization. For example, IMS
communication services, such as SIP messagingyi&r ¢an be used to obtain such an authorizationetOth
means can also be envisaged such as e-mail.

4. Once the CoD application receives such an aathtan, it can send a SIP MESSAGE to the end-teser
indicate that parental authorization is granted.

Following that, a normal unicast CoD session ial@i&hed for the desired content.
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IPTV CoD IPTV VoD

S = — Control Application Profile cC

End User

1. User selects Video

[
»

CoD determines that
parental authorization
2. HTTP Response (Notify end user that parental is required.
_gauthorization is sought

3. Parental

¢ authorization required

Authorizer

Authorization is granted using Communication Services

4. Parental Authorization Granted (Service URN)
d

«

Normal unicast CoD Session setup procedure

Figure 6-60: Parental Control for browser-based CoDportal application

6.12.3 Parental Control for Scheduled Content (mana ged model)

This section describes, at a high-level, the promeébr parental control of scheduled content bycWia parent can remotely
turn off access to a scheduled content prograoaritbe used, for example, when a parent (away lframme, say) becomes
aware that there might be violent pictures fromagamaccident shown in the news. The parent chetiled the children are
watching on TV, and, if it is that news progranm ¢emporarily block access to that content.

Figure 6-61 shows a high-level procedure for alloyv parent to temporarily block access to a sdaddiontent item.

ITF1

IPTV P2P Communication
( ce } Presence Enabler

ITF2

1. Child is watching IPTV Scheduled Content

2. Parent finds out information related to the watched content
(channel, rating, etc)

3. Parent initiates a request to block the program

4. Blocking the program according to the request

Figure 6-61: High-level Procedure for Parental Contol of Scheduled Content

The following is a description of the interactianghe flow:

1. A child is watching a scheduled content progaanTV, for example the news.
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2. His parent acquires the information on the ckhbering watched (such as the BC service ID, ratatg.). The
mechanism to perform this is described in Sectid2 8.

3. If the parent decides that the program is uablétfor the child, he initiates a request whickgto the IPTV
Control to block access to the program temporagilg,, a request for change channel, or a requgstuse the
media streaming, or a request for teardown themess

4. The program being watched by the child is bldclkaurther actions depend on the service provider.

6.12.3.1 Detailed Signal Flow for Parental Control  of Scheduled Content
Figure 6-62 shows a detailed signal flow for thegedures that allow a parent to temporarily blooteas to scheduled

content.
Transport IPTV Presence
ITF1 Processing Control e Server ITF2
Function

1. Call flow for retrieving information related to the watched content

2. SIP MESSAGE (parent control=change channel,
__parent identity, child identity)
3. SIP MESSAGE (parent control=change channel,
__parentidentity, child identity)

<

Validate Request

4. SIP MESSAGE (parent control=change channel,
parent identity, chilciidentity)

SIP MESSAGE (parent control=change channel, parent identity, child identity)

5.

6. IGMP Leave

7. IGMP Join

8.200 OK R
49. 200 OK g
10. 200 OK

11. 200 OK

v

Figure 6-62: Detailed procedure for Parental Contrd of Schedule Content

The following is a description of the interactidretween the entities:

1. A parent retrieves information on the prograntclvad by the child. The method for doing this isaled in
Section 6.12.1.

2. The parent initiates a request to block acaefiset program temporarily. This is done by ITF2dieg a SIP
MESSAGE to the IPTV Control. The MESSAGE carriems@arameters including the following:

» the command for the type of Parental Control retpee®.g., channel change, session termination, etc
» the parent identity.

e the child identity.
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3. The SIP MESSAGE is routed to the IPTV contral the ASM.

4. The IPTV Control validates the message, andssar®flP MESSAGE, including parameters such as the
command for the type of Parental Control requestediparent identity, etc., to ITF1 to block thetemt. In the
example flow shown, the command for the type oéptal control requested is to change the chan(@her
types of parental control, such as session teardameralso possible, but not shown.).

5. The MESSAGE is routed to ITF1 via the ASM.

6- 7. Inthe example shown, the parent’s requéest ¢éhange the channel. ITF1 sends an IGMP Lealeaie the
channel and a subsequent IGMP Join to join thectemnel.

8-11. The ITF1 responds with a 200 OK, which isteduback via the ASM to ITF2.

Note: Any subsequent steps are left to the serviceigeov

6.13 User Profile Management

User profile management refers to the set of ojmeraithat allows a user to manage his profile. Tigtudes the ability to
create, retrieve, modify, delete, or replace thudiler.

Below is an example for a call flow to illustratetroles played by different entities involved seuprofile management

6.13.1 IPTV User Profile Retrieval - Unmanaged Mode |

This use case includes an end user fetching hi¥ \BP3er Profile, updating it and then uploadingTthe call flow for this
use case is shown in Figure 6-63.

The following is a brief description of the steps:

1. An end user, through the GUI, selects the proétrieval option.
2. The OITF sends an HTTP GET request to the IPPyligation FE. The request includes the user ithenti
3. The IPTV Application authenticates the user fitgn
4, The response is returned.
5. The IPTV Application issues an XCAP GET requedhe IPTV Service Profile FE.
6. The IPTV Service Profile FE verifies the autkation policies associated with the IPTV User Feddigainst the
identity in the incoming request and subsequesetiyrns the IPTV User Profile to the IPTV Applicatim an
HTTP 200 OK.
7. The IPTV Application subsequently returns th€\fRuser profile to the OITF in an HTTP 200 OK.
The received IPTV User Profile is displayed to tiser who performs the desired updates, and is sadyrto
upload the new IPTV User profile.
8. The end user, through the GUI, selects thelprafidate option.
9. The OITF sends an HTTP PUT request to the IPPgligation. The request includes the user identity.

10. The IPTV Application FE authenticates the tudentity.
11. The response is returned.

12. The IPTV Application issues an XCAP PUT requeghe IPTV Service Profile FE.
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13. The IPTV Service Profile FE verifies the authation policies associated with the IPTV User Bedadigainst the
identity in the incoming request and subsequeetiyrns to the IPTV Application an HTTP 200 OK after
updating the profile.

14, The IPTV Application subsequently returns tbgponse to the OITF in an HTTP 200 OK .

The GUI displays to the user the received response.

Service ;
OITF Access IPTV Service IPTV
huthentication Profile Application

1. User selects J 2. HTTP Session setup request (GET message to Fetch Profile)

Profile
Management 3. Authenticate User (User Identity)

Option

v

A

4. Authentication Response

».
»

5. XCAP GET (User Identity)

6. HTTP 200 OK (User Profile)
|-
»

_7. HTTP Session setup response (includes the user profile)

<

Display Received
Profile

User performs
the update

J 9. HTTP Session setup request (PUT message with updated Profile)

A 4

8. User selects

Profile 10. Authenticate User (User Identity)
Management <
Option 11. Authentication Response R

12, XCAP PUT (User ldentity)

13. HTTP 200 OK () >

<14. HTTP Session setup response - 200 OK

User gets a
success indication

Figure 6-63: IPTV User Profile retrieval and updatein the Unmanaged Model

6.14 Service and Content Protection

For service and content protection, this specificasupports two approaches:

1. aterminal-centric approach that is Marlin-based, that uses OMAffitenats (PDCF, DCF) and the Marlin IPMP
file format for protection of files, and that supf®0AES or DVB-CSA encryption, the ECM from IEC &4
[Ref 32] for MPEG-2 transport stream protectiong an

2. agateway-centric approach that is based on a secure authentichéeohel between the CSPG and the OITF. The
CSP Gateway (CSPG) functional entity supports mérsiork enabling alternatives to the Marlin basecteot and
service protection solution.
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6.14.1 Terminal-centric Content and Service Protect ion

In the terminal-centric approach, the CSP functiothe OITF and the CSP-T Server functional erditythe Provider
Network exchange messages related to service aridrié@rotection over the UNIS-CSP-T reference poin

6.14.2 Gateway-centric Content and Service Protecti on

In the gateway-centric approach, the CSP Gatew&pP (&) functional entity inside the Residential Netowand the CSP-G
Server functional entity on the Provider Networklexnge messages related to service and conteatfioot over the UNIS-
CSP-G reference point. The HNI-CSP reference gm@tween CSPG and OITF(s) allows the OITF to acC&RG
functions for the conversion from a content andiserprotection scheme to a secure authenticatianmel between the
CSPG and the OITF. The HNI-AGC reference point ftes the connection between the CSPG and the Agtiglic
Gateway (AG).

6.14.3 Resource Access Entitlement

Users register with an IPTV Service Provider fdostription to an IPTV Service or to request contental. Therefore,
content and service protection servers (CSP-T &8@-G Server) need to check with the IPTV Serviavider or against
data provided beforehand by the IPTV Service Pravighether a given (set of) OITF(s) or CSP Gates)ag((are) entitled
to get access to such resources. Content and sgmatection servers need to do so before thewepply OITFs and CGs
with the corresponding resource access data (ilegnses, service encryption keys, content enapgteys).

The aforementioned data that the IPTV Service engends to the content and service protectiomeseo that it is able to
decide whether or not to supply a (set of) OITE{EG(s) with resource access data is referred éatlement

information. For example, entitlement information may consfstn identifier for a User, an identifier of anli¥? service, a
validity period, and an item such as “grant” orrigie

In the high-level architecture (see Figure 5-2¢, fATV Service Profile and/or the IPTV Applicaticiusictional entities are
responsible for sending entitlement informatioth® content and service protection servers. Inghmainal-centric
approach, entitlement information is transferrethioCSP-T Server over the reference point NPI-CS&d/or
NPI-CSPT1a. In the gateway-centric approach, entignt information is transferred to the propriet@8P-G Server over
the reference point NPI-CSG1 and/or NPI-CSPG1leae T8P specification defines which functional enfiBTV Service
Profile or IPTV Applications) is actually responigitfor supplying content and service protectiorvees with entitlement
information.

There are two different models of how the transfezntittement information from the IPTV ServiceoRider to the content
and service protection server is initiated: inphseh model, the IPTV Service Provider sends entitleniafiotrmation to the
content and service protection server without begtgiested by the latter, while in tal model, the content and service
protection server asks the IPTV Service Provideeftitlement information. The following sub-sectsoshow message
flows for both models, both for the terminal-centind the gateway-centric approaches.
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6.14.3.1 Terminal-Centric Approach

6.14.3.1.1 Pull Model

Figure 6-64 shows a high-level message flow forphiéof entittement information in the terminalrtgc approach.

IPTV
Applications

CSP-T
OITF Server

IPTV
Service Profile

1. Subscription / Rental

2. Record
Transaction

3. License Acquisition Request

»
>

4. Entitlement information request

v

) 5. Entitlement Information
P 6. License Response <

<

Figure 6-64: Pull of Entitlement Information in the TCA

A brief description of the steps is as follows:

1. The User subscribes to an IPTV service or rentngent item.

2. The IPTV Service Provider (IPTV Service Profild?TIV Applications) stores the result and relatecdat the

subscription or rental transaction executed in &tep
3. The OITF sends a license acquisition request tC®HR-T Server.

4. To process the request received in step 3, theTTSEver asks the IPTV Service Provider for entitat
information, i.e., ipulls the entitlement information from the IPTV Serviemvider.

5. The IPTV Service Provider supplies the CSP-T Senitlr the requested entitlement information.

6. In accordance to the entitlement information reediin step 5, the CSP-T Server sends a licensensspnessage

to the OITF.

6.14.3.1.2 Push Model

The CSP specification [Ref 44] describes the pdgnttlement information in the terminal-centrigproach..
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6.14.3.2 Gateway-Centric Approach

6.14.3.2.1 Push Model

Figure 6-65 shows a high-level message flow forpheh of entitlement information in the gatewaytderapproach.

1

! 1

i IPTV :

: Applications !

! 1

OITF CSPG CSP-G : !
Server i H
Server H IPTV !
1| Service Profile E

! 1

! 1

1. Subscription / Rental

2. Record Transaction
3. Entitlement Information

&
<«

4. Request access to resource

in case of CSPG-CI+
in case of CSPG-DTCP

»
»

5. Entitlement is checked by GCA solution
which results in either granting or denying
access to resource

Figure 6-65: Entitlement Information Message Flow Push Model)

A brief description of the steps is as follows:
1. The User subscribes to an IPTV service or ramsntent item.

2. The IPTV Service Provider (IPTV Service Profil®TV Applications) stores the result and reladiata for the
subscription or rental transaction executed in &tep

3. The IPTV Service Provider sends entitlementrimfation (e.g., that OITF X has successfully sultmatito a
particular IPTV service) to the CSP-G Server, itgushes the entitlement information to the CSP-G Server.

4, The OITF requests access to a protected resdarttee CSPG-CI+ case, this request takes plattenithe
OITF. In the CSPG-DTCP case, this request is suedtb the CSPG.

5. Based on the entitlement information receiveB¥-G Server the proprietary solution made of CAR&
CSP-G Server functional entities decides on whethgrant or deny the request initiated by the OiiT Btep 4.
The details of this step are out of scope of Olpgciications.

6.14.3.2.2 Pull Model
The CSP specification [Ref 44] describes the pudrdittement information in the gateway-centrigegach.
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6.15 User Notification Service

6.15.1 User Notification Service Framework

User notification allows a user to request a nedifion be sent to him for specific events, such bsoadcast reminder for the
start of a scheduled content. This section defihesiecessary framework to support this feature.fildmework can be
applied against any event. The actual events thgassare outside the scope of this specification.

The notification sent to a user can be in the fofra text message on a mobile phone, an emaih &¥18& instant message.

The user configures the preferred method for detigea notification to him, as well as the inforioatrequired for the
selected delivery method.

The list of services available with user notificatiis:
»  Setting a notification service request
» Deleting a pending notification service request.
* Requesting a list of all pending notification seevrequests.

* Modifying a pending notification service requeshieh is a combination of a delete operation antirgetip a new
request.

Two procedures shall be defined for user notifmaservices, an IMS procedure and a DAE procedure.

It is important to note that user notification seevis independent from instant messaging sereieen though both use the
same underlying SIP MESSAGE. Hence, the user patifin service is not tied to a user’s subscriptothe instant
messaging application, and/or the activation ofitiséant messaging application by the end usease of subscription.

6.15.1.1 IMS procedure for User Notification Servic es

6.15.1.1.1 Setting up a Notification Service reques t

The call flow in Figure 6-66 depicts the sequermesktting up a notification service request.

IPTV
AG +1G IPTV IPTV Application
- - L o -

1.HTTP POST (SIP messagel
>

2. SIP. MESSAGE (setup notification)

3. SIP MESSAGE (notification or URL)
| 4. Request for notification ()

A 4

5. Validate Request

P 7. Response (request-identity)
<

8.200 OK (request identity

<

9. 200 OK (request identity)

<
10. HTTP 200 OK (request identity)
<

<

Figure 6-66: IMS procedure for setting up a notifi@ation service
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The following is a brief description of the steps:

1. Upon user triggering, the OITF issues an HTTSP@ the IG that includes a SIP MESSAGE requedtieg
setting up of a natification service for a seleatednt

2. The IG sends a SIP MESSAGE to the ASM
3. The ASM forwards the SIP MESSAGE to the IPTV €ohFE.

4, The IPTV Control FE performs user authorizatitven forwards the request to the IPTV Application
responsible for handling the request.

5. If needed, the IPTV Application validates thetemt of the request with the IPTV Metadata Control

6. The IPTV Metadata Control returns the respooghe IPTV Application.

7. The IPTV Application then forwards the respobaek to the IPTV Control FE. For a successful retjuae

IPTV Application includes a notification requeseidity that is carried all the way to the OITF. Tiification
request identity shall be carried in all subsequ@etrations that want to reference the request.

8. The IPTV Control FE generates a SIP 200 OK nespdthat includes the notification request idghtibr any
other appropriate response back to the ASM

9. The ASM forwards the response to the IG

10. The IG sends an HTTP 200 OK to the OITF theluites the SIP response to the SIP MESSAGE

6.15.1.1.2 Deletion of a Pending Notification Servi  ce request

The call flow in Figure 6-67 depicts the sequeraredEleting a pending notification service request.

IPTV IPTV I
AG +IG icati
OITF ASM Control Function Metadata Control Application

1.HTTP POST (SIP megsage)

2. SIP_ MESSAGE (delete notification, request identity)
>

3. SIP MESSAGE (delete notification, request identity)
»

4. Deletion Request (request identity)

5. Response ()

6.200 OK ()

7.200 OK ()

8. HTTP 200 OK ()

<

Figure 6-67: IMS procedure for deleting a pending otification service request

The following is a brief description of the steps:

1. Upon user triggering, the OITF issues an HTTRSP@ the IG that includes a SIP MESSAGE requedtieg
deletion of a pending notification service request
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2. The IG sends a SIP MESSAGE to the ASM. The SESBIAGE includes the identity of the notificatiomsee
request to be deleted.

3. The ASM forwards the SIP MESSAGE to the IPTV €ohFE.

4, The IPTV Control FE performs user authorizatitven forwards the request to the IPTV Application
responsible for handling the request

5. The IPTV Application deletes the pending noéfion service request, then forwards the respoask to the
IPTV Control FE

6. The IPTV Control FE returns a SIP 200 OK respdoshe ASM

7. The ASM forwards the response to the IG

8. The IG sends an HTTP 200 OK to the OITF thauides the SIP 200 OK response.

6.15.1.2 DAE procedure for User Notification Servic  es

The call flow in Figure 6-68 depicts the generigusence for all DAE-based operations for the uséfication services.

IPTV Metadata IPTV
OITF Control Application

1. HTTP Post (user notification request)

2. Validate Request

______________________________________________________ N
- 4, HTTP 200 OK (result
Figure 6-68: DAE procedure for User Notification Sevices
The following is a brief description of the stepghe call flow
1. Due to user triggering, the OITF issues an HPOST to the IPTV Application. The request includ#sghe
necessary information pertinent to the requestedation.
2. If applicable, the IPTV Application validatesthontent of the request with the IPTV Metadatatf@bn
3. The IPTV Metadata Control returns the respoogbe IPTV Application.
4. The IPTV Application then forwards the respohaek to the OITF in an HTTP 200 OK. If the requdste

operation is for setting up a notification serviequest, the response includes a notification r&qdentity.

6.15.1.3 Generation and Delivery of Notifications

Requested notifications to be delivered to an esaat 0an occur via a text message to a mobile, &iilgtant message, or
an email.

The following section depicts some examples foregating and delivering notifications
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6.15.1.3.1 Notification to an OITF using IMS IM
The call flow in Figure 6-69 depicts the sequermredklivering a text naotification to an OITF usiigS instant messaging.

MAS Notification IPTV
OITF AG +IG ASM Services Application

2. SIP MESSAGE (notification or URL), 1.HTTP (message)
3, SIP. MESSAGE (notification or URL)

L 4. SIP_ MESSAGE

5a. HTTP 200 OK (Message)

5b. HTTP POST (SIP 200 OK) ¢ 500 Ok

» 7. 200 OK = 8. 200 OK . 9. HTTP 200 OK

Figure 6-69: Delivery of notification to an OITF

The following is a brief description of the stepshe call flow:

1. When the IPTV Application is ready to delivenatification to an end user, it generates an HTaqest to the
Notification Services functional entity. The HTT&juest includes the requested notification.

2. The Notification Services functional entity gestes a SIP MESSAGE for the intended user and elsliit to the
IMS AS.

3. The IMS AS sends a SIP MESSAGE to the ASM
4, The ASM delivers the SIP MESSAGE to the IG

5a. The IG returns an HTTP 200 OK response to tfié @hat includes the SIP MESSAGE. (It is assunied the
OITF had an HTTP pending request).

5b. The OITF generates an HTTP POST message ttiaties the SIP 200 OK response to the received SIP
MESSAGE.

6. The IG forwards the SIP 200 OK to the ASM.
7-8.  The ASM forwards the SIP 200 OK to the Notfion Services functional entity.

9. The Notification Services functional entity retstan HTTP 200 OK response to the IPTV Applicatibime
HTTP 200 OK response includes the SIP respondeet&iP MESSAGE,

6.15.1.3.2 Notification to a mobile phone

The call flow in Figure 6-70 depicts the sequeraredklivering a text (i.e., SMS) notification tovabile phone. The

Notification
Services

following is a brief description of the steps irtball flow

Cellular Other

Mobile

’ Delivery
Device

Network

IPTV
Application

1HTTP (message)

A

3 SMS < 2. SMPP ()

A

4. HTTP 200 OK

Figure 6-70: Delivery of a notification to a mobilephone
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1. When the IPTV Application is ready to delivenatification to an end user, it generates an HTERsage that
includes the desired notification to the NotificatiServices functional entity.

2. The Notification Services functional entity gestes a text message, based on short message st
(SMPP) protocol [Ref 41], to the user mobile. Thessage goes to the Other Delivery Network entity. (e
SMS centre) associated with the end-user.

3. The Other Delivery Network entity (e.g., SMS eehdelivers the message to the user’s mobile.
4. The Notification Services functional entity rets an HTTP 200 OK response to the IPTV Application

Note that the notification may in certain casesiiegthe mobile cellular device to make a selectiaged on the
incoming notification and return its selection, sia SMS, to the IPTV Application.

6.15.1.4 Provisioning of User preference for Delive  ry of Notifications

User preference for delivering a notification ahd hecessary information to be configured is peréat as per Section 5.3.4
entitled “Subscription profile management and Usag¢Ref 49].

6.15.2 Emergency notification

Emergency notification is a type of notificationoaib critical events, which the network initiateslaends to the OITF.
Emergency notifications are discovered and obtawigtbut user intervention.

Figure 6-71 shows the call flow for retrieving egemcy notification.

IPTV SP Transport Notification

OITF MCDF

Discovery Processing Services

1. Discover the access of
emergency notification service

2.IGMP JOIN

[
>

43. Emergency Message

4. Emergency Message

<

5. Emergency Message

«

Figure 6-71: Retrieving Emergency notifications

The following is a brief description of the stepghe flow:

1. The OITF discovers the access information ficetocol and IP addresses) of the emergency natiific service.
This is done in the SP discovery flow.

Note: The discovery typically occurs during the powprpuocedure.

2. The OITF joins the multicast channel of the egeacy notification service using an IGMP JOIN. Tikislone
by the terminal directly after the SP discoveryf]avithout user interaction.

3. When necessary, the notification service geasrah emergency message and sends it to the MulGocatent
Delivery Function.

The emergency message shall contain the reasofification and the notification content.

Copyright 2011 © The Open IPTV Forum e.V.



Page 147 (236)

The generation of emergency notification messaggbeariggered by another entity.

4. The Multicast Content Delivery Function (MCDIeEnsls the notification message to the Transportd2siag
Function.

The Multicast Content Delivery Function delivers tiotification to the specific notification multstagroup
which may be pre-configured on the Multicast Conhi@elivery Function.

5. The OITF receives the emergency naotificationsags and processes it properly.

6.15.3 Network Generated Notifications associated w ith a Scheduled

Content Service

Network generated notifications can be providedhgynetwork to the user about events related thaduled content
service, i.e. the notification service should ooéyconsumed together with the related schedulegtbservice. To allow
the independent purchase of such notificationsndigication service is described as a separatgcgefrom the related
scheduled content. In this case, an extensioretstcheduled content service mechanism, througim¢hesion of a
“Network Generated Notification” indicator, is ustdidentify such a notification service.

A network-generated notification message is a mgtlia message consisting of text, picture and/dioavideo clips.
Multicast delivery is used for delivering such neti+generated notifications to multiple users atshme time.

To access to the scheduled content as well aglfed notification service in one procedure, ttleeduled content session
initialization procedure defined in Section 6.6Xktended, as shown in Figure 6-72.

1. Serwce discovery procedures as defined in 6.2.2

2. HTTP POST

3. INVITE (BC_s¢rvice_ID,
Notification_seryice_ID)

| 4. Resource Reservation Phase |

5. INVITE
6. 200 OK
.
7. Resource Admit Phase |
9.HTTP 200 OK |4 8. 200 0K
10. IGMP JOIN For both scheduled
content and related notification service
11. Media datafor Scheduled Content
< 12. Notification message

13. Notification megsage

14. Notification message

Figure 6-72: Procedure for network-generated Notiftations

The following is a brief description of the steps:

1. The OITF discovers the scheduled content sereleted notifications via the service discovergqadure.

2. The OITF sends an HTTP POST message to theH&s@rvicelD for the Scheduled Content and theegla
notification service are both included in the SDP.

3. The IG issues a SIP INVITE message.

4, The ASM uses the services of the RAC to perfarsource reservation for both the Scheduled Coatashthe

related Notification service.
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10.

11.
12-13.

14.

6.16

The ASM proxies the SIP INVITE message to thEMRZontrol FE.

The IPTV Control verifies that the user is sulllmxd to the scheduled content as well as theaglabtification
service, and acknowledges the session setup regitess 200 OK.

The ASM instructs the RACS to commit the resémasource.
The ASM proxies the 200 OK to the IG.
The IG returns to the OITF an HTTP 200 OK.

The OITF issues an IGMP JOIN to join the malsicgroups for each of the scheduled content andethted
notification service.

The OITF receives the media for the schedubadent.

At some point in time, the IPTV Applicatieands a notification message to the Transport Bsoag Function
via the MCDF;

The OITF receives the notification messageed|to the scheduled content.

Personalised Channel

“Personalised Channel” is a service where contems from scheduled content and CoD service ag€l lip on a per-user
basis according to the user’s preferences, vieWwaldts or service provider recommendations.

There are two approaches based on which entityigesthe Personalised Channel:

*  OITF-centric Personalised Channel

The OITF itself generates the personalised comeide based on the user’s preference or viewingshahd
creates the Personalised Channel. The OITF taleessary actions such as detecting any overlappgdrddtems
and generating recording requests to the nPVR ®R_Bs necessary.

» Network-centric Personalised Channel

The IPTV Service Provider generates the persomhtisatent guide based on the user’s preferencereice
provider recommendations, which may be based oreace measurement data. The IPTV Service Providkest
necessary actions to provide the Personalised @hanoh as detecting overlapped content items andrgting
recording request to the nPVR or LPVR for such sase

Note: The generated Personalized Content Guide caroliied whenever the user requests it.
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6.16.1 OITF-centric Personalised Channel

The call flow in Figure 6-73 shows a simple useecaben the OITF provides the Personalised Chafhé.consists of two
parts: Personalised Channel setup and viewing¢hgoRalised Channel.

IPTV Metadata
OITF Control Control TPF CDF
Personalised Channel Setup
HTTP Request for Content Guide
q -

0. Content guide

Step 0 retrieval _
HTTP Response (Content Guide as XML data)

&
<«

Step 1 1. Generating personalised
Content Guide based on
user preference

2. Decide the location of PVR for
Step 2
overlapped contents based on
Personalised Channel Content Guide

Step 3 3- 1 LPVR Recording ‘

3- 2 Scheduled nPVR Record Request

‘ 3- 2- 1 nPVR Recording

Viewing Personalised Channel

—

a. Multicast Session Set up ; reception; teardown

b. Unicast Session Set up ; reception; teardown

Step 4 <

c. Play Content form LPVR

d. Play Content from other
Home Network Devices

Figure 6-73: OITF-centric Personalized Channel
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The following is a brief description of the steps:

0. The OITF obtains the basic Content Guide asriestin Section 6.2.1.5.

1. The OITF generates the content guide for a Ralised Channel based on the user’s preferencgswing
habits.
2. The OITF detects overlapping content items aswid#s on the location (LPVR or nPVR) for recording

overlapped contents.

3. The overlapping content is recorded. If the ©dEcides in Step 2 to record using an LPVR, thep S-1 will
be performed. If the OITF decides in Step 2 to réat an nPVR, then Step 3-2 will be followed.

3-1. The OITF records the overlapping contentagiain LPVR
3-2.  The OITF sends a scheduled nPVR recordingetquessage.
3-2-1. The overlapped content items are recorded aPVR

4, The OITF sets up the proper session for comtelitery or plays the content locally. Dependimgtioe content
item in the personalised content guide, the appatgpsession is set up, the content is transparteldhe session
finally torn down. This step will be performed repedly for each content item in the personalisedt€ua
Guide.

a. For broadcast content, a multicast sessiort igpsand torn down.

b. For content from an nPVR or a CoD item, a urtisassion is setup and torn down.
c. The content items from an LPVR is played withoetwork intervention

d. The content items from a home network devigaaged without network intervention

Note: Steps 2 and 3 can be happen whenever a new pwarlang content items is detected.

6.16.2 Network-centric Personalised Channel (PCh)

Figure 6-74 shows a high level procedure for a netveentric Personalised Channel service. The plareeincludes the
following three sub-procedures:

Network-centric PCh Configuration procedure: The user configures the PCh as described in@e6tiL6.2.1.

Network-centric PCh Service set-up procedureThe user initiates the PCh service session wkéhh wants to watch the
Personalised Channel. The detailed procedure @ilded in Section 6.16.2.2 or in the Section 6.15bAsed on the
deployment chosen.

Network-centric PCh Service teardown procedure The PCh service teardown procedure may be tréghey the user’s
action, at the end of the PCh service or whenrieisded. The procedure in Section 6.4.3 or 6@ ke reused.
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1. PCh Configuration procedure

2. PCh Service set-up procedure

3. PCh Service teardown procedure

Figure 6-74: High-level procedure for network-centic PCh service

6.16.2.1 Network-centric PCh Configuration

Figure 6-75 below depicts the call flow for configtion of the Personalised Channel, where the IRpplication generates,
at the user’s request, the personalised contededrased on the user profile and content metadata.

The user can update the personalised content giildédnis preferences as well.

1. HTTP GET(user id)

P> 2. XCAP GET(user id)

2.200 OK

I
3. Metadata Searching/filtering

Generate Personalised
Channel Content Guide

4. 2000K (Pch CG)

-t

5. HTTP POST(Modified
Pch C
ch CG) >

6. 200 OK

Figure 6-75: Network-centric PCh configuration proedure

The following is a brief description of the steps:
1. The ITF sends an HTTP GET, with the user idh&lPTV Application to request the configuratidrttee PCh.

2. The IPTV Application sends an XCAP GET to th&VWPService Profile with the user id, which respomdth a
200 OK including the user’s IPTV service profile.
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The IPTV Application checks the user’s rightstfee PCh service, and interacts with the IPTV Mata
Control to generate a personalised content guidedan user preference, etc., and creates retdtachiation,
e.g. PChid.

The IPTV Application sends a 200 OK to the ITiEwhe PCh content guide containing related infation e.g.,
PCh id, selected content IDs and related time adbed

The ITF sends an HTTP POST to the IPTV Applarato update the PCh content guide. The IPTV Apgilia
may store the PCh information in the IPTV Servicefire.

The IPTV Application sends HTTP 200 OK backHe tTF

If supported by the OITF, the DAE may be useddbup any necessary local PVR.

6.16.2.2 Network-centric procedure for PCh service  set-up (multicast/unicast)

Figure 6-76 shows the high-level call flows for P&ghvice setup.

1. PCh Service
reguest

2 a. Scheduled Content Session set-up / modification/ teardown |

| 2.h. Content On Demand Session set-up / modification / teardown

3. Detection of overlapped
scheduled content items and
decide the location of the
PVR for recording the
overlapped content

4. Perform appropriate PVR procedure

|r 5.0ITF may play out :
| the LPVR content

Figure 6-76: Network-centric PCh service set-up proedure

The following is a brief description of the steps:

1.

2a-b.

The user selects the PCh channel from the cbgtede.

Depending on the content guide informatiba,ITF requests the related PCh service, and edtableither a
scheduled content session (Step 2a) or a CoD sg&tiep 2b).. Shortly before it is time for the higgm in the
PCh playlist to be streamed, as indicated by thie iRfdrmation, several alternatives are possibfeedeing on
the type of content item that is being streamedveimat is next:

= |f the item being streamed is scheduled contentlamaext item in the PCh playlist is also a scleiu
content item, and if the IPTV Application has datared that there is no overlapping in time betwiwse
content items, the IPTV Application modifies thesting scheduled content session (if appropriaiejie
new content item;

= |f the item being streamed is scheduled contentlamaext item in the PCh playlist is also a sclesiu
content item, and if thelig an overlapping in time with the previous item psBeonwards is followed.
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If the item being streamed is a scheduled content,iand the next item in the PCh schedule is a CoD
item, and if there is no overlapping in time, thlea scheduled content session is torn down after it
completion and a new session is created for the iGoD

= |f the item being streamed is scheduled contentlamahext item in the PCh playlist is a CoD item &
there is an overlapping in time with the previcesri, then the CoD item shall be delayed until the
scheduled content is completed.

= If the item being streamed is a CoD item and #ne item in the PCh playlist is a scheduled conitem,
and if the IPTV Application has determined thatréhis no overlapping in time between these content
items, the IPTV application tears down the old imesand a new session is established for the stdedu
content

= If the item being streamed is a CoD item and the item in the PCh playlist is a scheduled contemh,
and if the IPTV Application has determined thatréhis an overlapping in time with the previous eont
item, then step 3 onwards is followed

= If the item current being watched is a CoD item Hrelnext item in the PCh schedule is also a Cei,it
and if the IPTV Application has determined thatréhis no overlapping in time with the previous @it
then the CoD session is modified to switch to tagtcontent item.

= If the item current being watched is a CoD item Hrelnext item in the PCh schedule is also a Cei,it
and if the IPTV Application has determined thatréhis an overlap in time, then the next CoD is gedia
until the first CoD content is completed.

3. The IPTV Application has detected that theranishe overlap between the content item that iently being
streamed and the next item in the PCh playlistelécts, based on user choice or SP policy or &ffalgilities
the location of the PVR (Local PVR or nPVR) foreetding the overlapped content items.

4, The IPTV Application triggers the initiation tife appropriate PVR procedure based on the seleweé of
recording (Local PVR or nPVR)..

5. The OITF may play out the LPVR content, if ishzen locally recorded.

6.16.2.3 Network-centric procedure for PCh service  setup (unicast only)

Figure 6-77 depicts the call flow for PCh servietup, where a single unicast session between thattd the network is
established for multiple items provided by the rety regardless of the content types (scheduleteobitem or content-on-
demand content item).
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PCh selection

1. SIP INVITE (FACh id unicast SDP
»

2. Validate request
3. Acquire PCh information
(PChlist, time schedule)

4. SIP INVITE (BC ChannellDY Content
D7 unicast 5DP)

. SIP INVITE (BC ChapnellD/Content ID?_uni¢ast SDP N
»
6. RTSP SETUP (get RTSP
Session ID
7. CDF joins the multicast channehd |
l performs the multicasinicast conversior]
9.SIP 2000K < 8. RTSP 200 OK

10. SIP 200 OK
Ny
P

11. SIP200OK

12.unjcast Content Delivery fo ITF

13. Session Modification procedure to switch to a new content

14. Detect theoverlappedcontents
and decide the location of PVR for
recording overlapped contents

I
15. Procedure to record on LPVR or NPVR

| 16. CC-initiated session modification for PCh | .

Figure 6-77: Network-centric PCh service unicast geup procedure

This call flow shows a specific deployment whei®esvice Provider's CDN is used for unicast delivefypoth CoD as well
as scheduled content.

The following is a brief description of the steps:

1.

2-3.

4-5.

9-11.

12.
13.

The ITF sends the unicast session setup re(BESINVITE), containing the PCh id and the unicaBtP, to the
IPTV Control via the ASM.

The IPTV Control validates the request andeegs the related PCh information (e.qg. list ofitemt to be
played with the time schedule of each item) from ATV Application.

The IPTV Control sends the unicast sessiampsetquest (SIP INVITE), containing the content(éDg. BC
Channel ID or COD content ID) to be played, to @@ via the ASM and the CDNC .

The CC sets up the content delivery sessiongusTSP SETUP) towards the CDF.

For scheduled content, which is not storethén@DF, the CDF will need to join the multicastchal and
perform the multicast-to-unicast conversion.

Following that, the CDF returns an RTSP 200 Okhe CC.
The session setup response (SIP 200 OKhidreen the CC to the ITF via the CDNC, IPTV Contand ASM.
The content is delivered from the CDF to thE tfirough a unicast delivery channel.

When the PCh information indicates that itrisetfor the next item to be streamed, and it has letermined
that there is no overlap with the ongoing cont&ricurrently being streamed, the IPTV Applicaticitiates a
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unicast session modification procedure, via the ASBMNC and CC, to indicate to the CDF to switchhe
new content using the next Content ID (e.g., BCritlehID or CoD Content ID).

14. When the PCh information indicates that itrisetfor the next item in the content play list ®direamed, and
the IPTV Application detects an overlap betweendimeent content, which is still being streamethi® OITF,
and the new one that is about to start, the IPTYligption decides on the location of the PVR (LdesIR or
nPVR) to be used for recording the overlapped custe

15. The IPTV Applications triggers the initiatiohtbe procedure to start an nPVR or a Local PVRgldaon the
user’s choice, or SP policy, or ITF capabilityaiccordance with Section 6.10.

16. The unicast session may be modified if therueskeresource is not sufficient for the upcominchem, e.g.
due to a higher bandwidth requirement. In this ctseCC-initiated session modification procedsrapplied.

6.17 Session Transfer and Replication

Session Transferallows a user to transfer an ongoing unicast sedsbm the device where the content is currendiyng
streamed, and which will be called the originalideyto another device, called the target devidesre the user can resume
watching the same content. Following the successfakfer of the session, the original sessioariminated.

Session Replicatiorallows a user to replicate an ongoing unicasti@e$som the device where the content is currently
being streamed, and which will be called origina¥ide, to another device, called the target devitere the user can
resume watching the same content. The original@essntinues to be maintained following the sustdseplication of the
session, and indeed the original device and thyetatevice have now completely independent sessions

There are 2 modes of operation for session tramsfgisession replication. They are:

* Push mode:Where the end-user pushes the current sessiontlfr@ihevice where he is currently watching to a
target device of his choice.

» Pull mode: Where the end-user uses the target device tolmidssion he desires to resume watching from the
target device.

Note that the term device in all of the above implany physical entity that incorporates the OlGrFa mobile device that
has access to the same IMS-based managed network.

Considerations when both devices, party to a sessitransfer, are behind the same access network

The session transfer procedure involves establisfivo sessions simultaneously during the transipierod before the
procedure is successfully completed. If the twoickssare located behind the same access, e.g.datblgirsame IG in a
household, then the IG has to ensure that the $tabkshed sessions, during the transition pedodjot result in the
reserved QoS resources being doubled, which canppeblem for certain types of home-to-access nétinderfaces where
bandwidth is limited.

This can be accomplished through the IG detechiagthe two devices are within the same houselold behind the same
IG. The IG can then release the resources assdaidtte the original device during the transfer pes, without tearing
down the session, so that these resources cafobatet to the target device.

Note that although all figures depicting variou#i taws show a single IG for simplicity, indeedetldescription assumes that
each OITF is associated with a separate I1G. Thisass further highlighted in the description wheppropriate.

Also note that all green shaded boxes and/or ggbaded areas are unique to the pull or push mettal non-shaded
areas and boxes are common to both pull and pughsfiading is meant to highlight the differenced @mmonalities,
amongst the two modes
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6.17.1 Push Mode

6.17.1.1 High Level Push Procedure for Session Tran  sfer and Session Replication

Figure 6-78 shows the high level procedure emplagetie push mode for session transfer and reicat

-
@

| 1.User is watching CoD On OITF1, and wants to move the session to QITF2 |

2.User requests a list of all OITFs and other devices where he is registered

[3. OITF1 Requests OITF?2 to transfer the session |

4. OITF requests from
IG transfer or replication
of the ongoing session

5. IG detects selected session belongs to a
device in the household; it puts media on
hold at both ends (if this is a replacement)

.................................................................

7. OITF 2 establishes the new session (copy or transfer)

8. The Session in OITF1 is released if this is a session replacement

Figure 6-78: High-level Push procedure for sessidmansfer/replication

The following is brief description of the stepstlive call flow:

1. It is assumed that the OITF1 is receiving stiagmontent over an established CoD session. Aespomt in
time, the user on OITF1 decides that he wantsatasfer or replicate the current CoD session t@(@ranother
device (another OITF for example).

2. In this step, a dynamic device discovery procedsiperformed to identify the potential list afuices, one of
which will be the target device for a session tfaner replication. This procedure is specified3®PP in
[Ref 37].

3. In this example, OITF2 has been selected atathet device, and a request is sent to OITF2doest it to

initiate a session transfer or to replicate a sessi

4, If OITF2 accepts the incoming request, it inéga new session with the network to transfeeplicate the
session on OITF1.

5. The request in step 4 is sent to the IG. dfréquest is for a session transfer, the IG verifithe target and the
original devices are located within the same hoolskeaind behind the same IG. If so, the I1G perfotines
necessary procedure to avoid multiple QoS resenvati

6. The IPTV Control FE optionally bookmarks the oimg session, if no bookmark has been performetthdy
original device, so that viewing the content frdre target device can start from the point in tinfnere the
session transfer or replication was initiated.
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7. The new session from OITF2 is successfully distadd
8. In the session transfer case, once the newoseasssuccessfully transferred, the IPTV ControltE&'s down the
old session.

6.17.1.2 Push Procedure for Session Transfer and Se  ssion Replication

The call flows in Figure 6-79 and Figure 6-80 dépienore detailed procedure for session transfdicegion.

-
<

User sglacts push option
| 1. Fetch a list of devices suitable as per 3GPP procedures |

2. HTTP POST ( session transfer request, STI, replace or copy, pertinent parameters)
—>
3. SIP REFER (STI, pertinent parameters)

>

4. HTTP Pending ~

> L )
6. HTTP 200 OK (SIP REFER) 4 5. SIP REFER (STI, pertinent parameters)

7 U (PO (1P Aoz £ Iel=P11ED ) 8. 202 ACCEPTED .. The IG checks that the selected session belongs to
9. 202 ACCEPTED a different household

10. 200 HTTP OK (SIP 202 ACCEPTED)
11, HTTP Pending N
12. HTTP POST ( session trgnsfer request, ace or copy, pertinent parameters)

13. INVITE (STI, replace or copy, pertinent parameters)

| Resources Reservation Phase |
14. INVITE

A4 INVITE )
le 16. Re-INVITE (put media on hold) | 15. Book mark the OITF1 session if not already bookmarked
______________________ 17.RTSP Pause (RTSPId) _ _ ___ _ | _ _ __ L _______.___________18RTSPPause(RTSPid)

20. 200 OK «--19.2000K _ _.
4. ________________________________________________________________________________
21. 200 OK 3
) 2 INVITE
Steps 16-21 are not required in the following cases 22. INVITE |
. Y — 23. INVITE
-Session Replication _—> .
- Both devices are in same household since the IG wou | Id 24. RTSP setup (use old gession number)
have executed those steps 25. 200 OK (RTSP id’)
-ACK not shown for brevity 26.2000KforINVITE
38 200 OK 27,200 OK
28. 200 Ok

For session transfer, if same CDF is used, then
steps 22 onwards cans use Re-INVITE

Figure 6-79: Detailed Push procedure for sessiondnsfer/replication — Part 1

The following is a brief description of the stepghe call flow:

1. The user has established a CoD session on O#Ffeldecides to transfer or replicate the sessiamdther
device. The user selects the push option on Ollr-drder to select a target device, the 3GPP proesibr
dynamic discovery of devices is performed to altbe user to discover all devices registered tasdrs that are
under the same subscription.

2. Once a device is selected by the end user, OBdetes an HTTP POST to the IG for a session teasf
replication. The request includes the identityhaf session to be transferred (Session Transfetifider STI),
the identity of the target device the sessionardferred to, and an indicator to show if sesgiamsfer or
replication is requested. OITF1 may include theetffas well in the request. Additional pertinenapaeters are
also included in the request.

3. The IG then issues a SIP REFER request to thettdevice via the ASM and the IPTV Control FEeTh
REFER request includes the STI, the content identithe target device identity and other pertinmarameters.
The position being viewed on the device may beuighet! in the body of the SIP REFER.

4. OITF1 issues an HTTP POST pending request igipation of the response.
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10.

11.
12.

13.

14.
15.

16.

17.

18.
19.
20.

The IPTV Control FE proxies the SIP REFER bacthe IG associated with the target device.

The IG sends an HTTP 200 OK to OITF2 that inekithe SIP REFER. (It is assumed that a HTTP pgndin
request has previously been issued by OITF2 ircipation of any unsolicited response from the nekyvo

The OITF2 accepts the incoming request and $saueHTTP POST request to the IG that includedPa28p
ACCEPTED response in the POST body.

The IG forwards the SIP 202 ACCEPTED to the AShd the IPTV Control FE
The IPTV Control FE forwards the SIP 202 ACCEPITi& the IG associated with OITF1.

The IG sends an HTTP 200 OK to OITF1 that idekuthe SIP 202 ACCEPTED response in the HTTP nsspo
body.

OITF1 issues an HTTP POST pending request.

OITF2 now starts the transfer procedure: OliBBRes an HTTP POST request to the IG. The |G deduhe

STI for the session to be transferred, the CoDemritlentifier, and an indication of whether thlisaisession

transfer or a session replication request in aultlitd other pertinent parameters. (Note that tigis san occur
right after step 7)

If the request is for a session transfer, the IHies if the original and the target OITF belomgthe same
household and are behind the same IG. If thaeicé#ise, then the IG executes the procedure defirféglction
6.17.3.1 prior to executing the next step in ghiscedure. If the request is for a session reptinathe IG does
not perform any additional procedure, and moves tire next step in this procedure.

In this call flow it is assumed that the two OITd&s not belong to the same household, even though®iis only
shown in the figure for simplicity.

The IG then issues a SIP INVITE to the ASM. THRITE request includes the STI, the CoD contelanitifier
and other relevant parameters as obtained froml&ephe ASM performs resource reservation basetien
requested bandwidth.

The ASM forwards the INVITE to the IPTV ContifeE.

The IPTV Control FE optionally performs bookikiag for the original session, using the procedigfined in
Section 6.17.3.2, if the original device, OITFId diot perform one. The IPTV Control FE is invohiadhe
bookmarking procedure and as such it is awareTH2lbookmarked the session.

Steps 16-21 are performed in case the request gefsion transfer. In these steps, the IPTV CbREdnstructs
the original device, OITF1 to put the media on hdl®@ITF1 did not already undertake that step.eé\ibiat if both
devices involved in a session transfer are beliiadsame 1G, the IG instructs the OITF to put thelimen hold
as per the procedure described in Section 6.1@rRIthis procedure is not performed,

The IPTV Control FE sends a SIP re-INVITE te triginal device, OITF1, to put the media on htldDITF1
has already put the media on hold, step 21 onwsareteecuted.

Upon receipt of the re-INVITE to put the mediahold, OITF sends an RTSP PAUSE to the CC poi@utting
the media on hold.

The CC in turn issues an RTSP PAUSE to the CDF
The CDF returns a 200 OK to the CC
The CC returns a 200 OK to OITF1.
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29. Tear down the session towards OITF1 for a replace

30. 200 OK for INVITE
——

Resource Commit Phase |
< 31.200 OK

32. 200 OK ( Session id + RTSP session ID)
_33. HTTP POST (SIR NOTIFY) 34, S|P NOTIFY
2,

<

_36. HTTP 200 OK (SIP NOTIFY) <
37. HTTP Post (SIP 200 OK)

—> 38. 200 OK

v

39,200 OK

40. HTTP 200 OK (200 OK)
—

41. OITF2 fetches
bookmarks for the
lcontent if not
received in step 30

42. RTSP PLAY (RTSP id, position)

—M3. RTSP PLAY (position)

44,200 OK ()
45. 200 OK ()

A

Figure 6-80: Detailed Push procedure for sessiondnsfer/replication — Part 2

21. OITF1 returns a 200 OK SIP response to the IE®¥trol FE.

For steps 22-32, if the request is for sessiorstearand the same CDF (used by OITF1) will be dee®ITF2,
then the IPTV Control FE can initiate a SIP UPDAdJiEe-INVITE towards the remote target, otherwisees
SIP session will be established, in which casettieSIP and RTSP session SHALL be torn down bylfie/
Control FE (tearing down the old SIP and RTSP sasisi not shown for brevity)

If the request is for session replication, therew ISIP (RTSP) session SHALL be established andith&IP
(RTSP) session SHALL be maintained

22. The IPTV Control FE starts a new SIP sessiogdngling a SIP INVITE to the selected CDNC viaAlgM

23-32. Steps 23-32 are identical to the CoD segwmiocedure and will not be described again for ityefhe only
exception is step 29. This step is executed orilyisfis a session transfer case.

33. Following the successful establishment of tee session in OITF2, OITF2 issues an HTTP POSHad® in
step 33 to notify OITF1 that the session has beenessfully transferred or replicated.

34. The IG sends a SIP NOTIFY to the IPTV Contrgl\ka the ASM.
35. The IPTV Control FE forwards the SIP NOTIFYthe IG of the original device, OITF1.
36. The IG sends an HTTP 200 OK response thatdeslthe SIP NOTIFY

37. OITF1 issues an HTTP POST to the IG that ineduthe SIP 200 OK response to the incoming SIP IROTI
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38. The IG sends the 200 OK to the IPTV ControhizEthe ASM
39. The IPTV Control FE forwards the 200 OK to t&efor OITF2.
40. The IG sends an HTTP 200 OK response to Olfffakincludes the SIP 200 OK response

41. Following that, OITF2 retrieves the bookmarkaxsated with the content as per the proceduraelefin
Section 6.11 if not received in step 31

42. OITF2 now issues an RTSP PLAY to the CC forwig the content starting at the desired position.
43. CC proxies the RTSP PLAY to the appropriate CDF

44, The CDF responds with a 200 OK to the CC

45, The CC responds to OITF2 with a 200 OK

At this point, OITF2 receives the same content.

6.17.1.3 Procedure for dynamic device discovery and device awareness
Figure 6-81 depicts the procedure for dynamic discp of devices belonging to the same IPTV subsiorip

1. HTTP POST (SIP SUBSCRIBE Registration package)
" 2. SIP SUBSCRIBE ()

» 3. SIP SUBSCRIBE,()

4. SIP 200 OK ().

&
<

5. SIP 200 OK ().

6.HTTP 200 OK (SIP 200 OK ).

7. HTTP Pending 8. SIP NOTIFY (list of devices)
» 9. SIP NOTIFY (List of devices) <

&
l

1C. HTTP 200 OK (SIP NOTIFY).

11. HTTP POST (SIP 200 OK) 12. SIP 200 OK ().

»  13.SIP 200 OK ().

Figure 6-81: Dynamic Discovery of devices

The following is a brief description of the stepghie call flow:

1. OITF2 issues an HTTP POST to the IG. The HTTEPMcludes the SIP SUBSCRIBE to the Registration
event package, and is destined to the IPTV CoFteol

The IG forwards the SIP SUBSCRIBE to the ASM.
The ASM forwards the SIP SUBSCRIBE to the IPToh@ol FE

The IPTV Control FE returns a SIP 200 OK to AgM.

o > N

The ASM forwards the SIP 200 OK to the IG.
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6. The IG returns an HTTP 200 OK to OITF2 thatugs the SIP 200 OK response.

7. OITI2 issues an HTTP Pending IG request

8. The IPTV control generates a SIP NOTIFY thaludes all registered devices belonging to all useder the
same IPTV subscription as that of the originatothefprocedure. The IPTV Control FE sends theNSIH'IFY
to the ASM.

9. The ASM forwards the SIP NOTIFY to the IG.

10. The IG returns an HTTP 200 OK to OITF2 thatudes the SIP NOTIFY

11. OITF2 issues an HTTP POST to the IG that inedutthe SIP 200 OK response to the incoming SIP IROTI
12. The IG forwards the SIP 200 OK to the ASM

13. AMS forwards the SIP 200 OK to the IPTV Contréd
6.17.2 Pull mode

6.17.2.1 High level pull procedure for session tran  sfer or replication

Figure 6-82 shows the high level procedure emplaogete pull mode for both session transfer andicaton.

-
@

| 1.User is watching CoD On OITF1, and wants to move the session to QITF2 |

2. User registers, and requests a list of all active sessions in which he is engaged

3. OITF Requests from
IG a transfer or
replication of ongoing
session

4. 1G detects that selected session belong to a
device in the household; it puts the media on
hold at both ends (if this is a replacement)

.................................................................

6. OITF 2 establishes the new session (copy or transfer)

7. The session in OITF1 is released if this is a session replacement

Figure 6-82: High-level Pull procedure for sessiotransfer/replication

The following is brief description of the stepsie call flow:
1. It is assumed that the OITF1 is receiving stiegmontent over an established CoD session. Aesoomt in

time, the user on OITF1 decides he wants to tramsfeeplicate the current CoD session to (or owotlaer
device, OITF2, in this example.
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2. The user registers at the target device, OIFBRowing that, the dynamic active session discgyepcedure is
performed to identify active sessions that carréesferred or replicated on OITF2. This procedsrspiecified
by 3GPP [Ref 37].

3. The target device, OITF2, initiates a new sesgiibh the 1G to transfer or replicate the chosessfon.

4, The IG verifies if the target and the originavites are located within the same household ahohtb¢he same
IG. If so, the IG performs the necessary procettuss/oid multiple QoS reservation.

5. The IPTV Control FE optionally bookmarks the oimg session, if no bookmark has been performetthéy
original device, so that viewing the content frdre target device can start from the point in tinfnere the
session transfer started.

6. The new session is successfully establishedfbotteplication or session transfer.

7. In the session transfer case, once the newosesas been successfully transferred, the IPTV IGbRE tears
down the old session.

6.17.2.2 Pull Procedure for Session Transfer and Se  ssion Replication

The call flows in Figure 6-83 and Figure 6-84 dépienore detailed procedure for session transfdicegion for the pull
method.

1. User selects resumption option

| 2. Dynamic Discovery of Active sessions

3. HTTP POST ( session lragsfer request, STI, replace or copy, olther pertinent parameters) .
4. HTTP Pending e The_z IG checks that the selected session belongs to
> a different household

5. INVITE (STI, replace or copy, other pertinent parameters)

Resources Reservation Phase I
6. INVITE

[ 7. Book mark the OITF1 session if not already bookmarked ]

8. Re-INVITE (put media on hold)

A
_______________________ Q BTSPPause (RISPid)_ — - - B _ L _ ol ol __________jlo RTSPPause(RTSPId)
11. 200 OK
D (U G- 3 va kol I RN IR ISP MRt LY
13. 200 OK
------------------------------------------------------- > For session transfer, if same CDF iis used, then
steps 14 onwards can use re-INVITE
o ) 14. INVITE
steps 8-13 are not required in the following cases: —
-Session Replication 15. INVITE 16. INVITE
. ) - . »16. INVITE
Both devices are in same household, since the IG 17. RTSP setup ()
would have executed those steps -
-ACK not shown for brevity 19. 200 OK for INVITE 18- 200 OK (RTSP id’)
—
——
&1 200 0K 120, 200 OK
-~ E3
22.200 OK.

23. Tear down the session towards OITF1 for a replace I

24. 200 OK for INVITE
—

Resource Commit Phase I
25.200 OK

26. 200 OK ( Session id + RTSP session ID)

Figure 6-83: Detailed Pull procedure for session &msfer/replication — Part 1

The following is a brief description of the stepghie call flow:

1. The user has established a CoD session on O#Ffeldecides to transfer or replicate the sessiamdther
device, OITF2. The user selects the pull option.

2. The user registers on OITF2, and then startpulieorocedure. Subsequently, the 3GPP procedurdyihamic
discovery of active sessions on other devices witereiser, or other users under the same IPTV gphen,
are registered and active in a session, is perfdtmallow the user to select a session.
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10.
11.
12.
13.

14.

Once a session is selected by the user, Ol'Ba2ssan HTTP POST to the IG for a session transfer
replication. The request includes the identityhaf session to be transferred (Session Transfetifider STI)
and an indicator to show if session transfer olicafion is requested. Additional pertinent paraenetare also
included in the request.

If the request is for a session transfer, the IHies if the original and the target OITF belomgthe same
household and are behind the same IG. If thaeis#se, then the IG executes the procedure defirigelction
6.17.3.1 prior to executing the next step in thiscpdure. If the request is for session replicatibe IG does not
perform any procedure, and moves to the next stdis procedure.

In the call flow in Figure 6-83, it is assumed ttte two OITFs do not belong to the same houselesiel) though
only one IG is only shown in the figure for simjtyc

OITF1 issues an HTTP pending request

The IG then issues a SIP INVITE to the ASM. TR¥ITE request includes the STI, the CoD contemwtitfier
and other relevant parameters received in steppn& ASM performs resource reservation based oretipgested
bandwidth

The ASM forwards the INVITE to the IPTV ContifelE

The IPTV Control FE optionally bookmarks thegamal content, based on the procedure defined atic@e
6.17.3.2, if the original device, OITF1, did notfeem one.

Steps 8-13 are performed in case the request gefmion transfer. In these steps, the IPTV CoRtEdhstructs
the original device, OITF1, to put the media ondhdfl OITF1 has not already undertaken that stegieNhat if
both devices involved in a session transfer arénidethe same IG, the IG instructs the OITF to petmedia on
hold as described in Section 6.17.3.1 and thisquoe is not performed,

The IPTV Control FE sends a SIP Re-INVITE to ¢higinal device, OITF1, to put the media on hdtdITF1
has already put the media on hold, steps 13 onveaedexecuted.

Upon receipt of the Re-INVITE to put the mediahwmld, OITF1 sends an RTSP PAUSE to the CC poior t
putting the media on hold.

The CC in turn issues an RTSP PAUSE to the CDF
The CDF returns a RTSP 200 OK to the CC

The CC returns a SIP 200 OK to OITF1.

OITF1 returns SIP 200 OK response to the IPDYit®I FE.

For steps 14-26, if the request is for sessiorstearand the same CDF (used by OITF1) is to be fme@ITF2,
then the IPTV Control FE can initiate a SIP UPDAdiEe-INVITE towards the remote end; otherwise & 1P
session will be established, in which case thesdRland RTSP session SHALL be torn down by the IPTV
Control FE (tearing down the old SIP and RTSP sasisi not shown for brevity)

If the request is for session replication, therew ISIP (RTSP) session SHALL be established andith&IP
(RTSP) session SHALL be maintained.

The IPTV Control FE starts a new SIP sessiosdmyling a SIP INVITE to the selected CDNC viaAlsM.

15-26. Steps 15-26 are identical to the normal Gegsion establishment procedure and will not beritesl again for

27.

28.

brevity. The only exception is step 23. This stepxecuted only if this is a session transfer chise.remaining
steps are shown in Figure 6-84.

OITF2 retrieves the bookmark associated wighdbntent as per the procedure defined in Sectibhibnot
received in step 21.

OITF2 now issues an RTSP PLAY to the CC forwtig the content starting at the desired position.
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29. The CC proxies the RTSP PLAY to the appropi@d-.
30. The CDF responds with a 200 OK to the CC
31. The CC responds to OITF2 with a SIP 200 OK

Following that, OITF2 receives the same conterthasreceived on OITF1.

27. OITF2 fetches
lbookmarks for the
content if not

received in step 2-

28. RTSP PLAY (RTSP id, position)

—>

30. 200 OK ()
31. 200 OK ()

A 4

Figure 6-84: Detailed Pull procedure for session &msfer/replication — Part 2
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6.17.2.3 Procedure for dynamic device discovery and active sessions awareness

Figure 6-85 depicts the procedure for dynamic discpof devices belonging to the same IPTV subsioripand the active
IPTV sessions on these devices.

1. HTTP POST (SIP SUBSCRIBE Registration package)
" 2. SIP SUBSCRIBE ()

» 3. SIP SUBSCRIBE,()

4. SIP 200 OK ().

&
<

5. SIP 200 OK ().

6. HTTP 200 OK (SIP 200 OK ).

7. HTTP Pending | 8. SIP NOTIFY (list of sessions)
” 9. SIP NOTIFY (List of sessions) <

<
€

10. HTTP 200 OK (SIP NOTIFY).

11/ HTTP POST (SIP 200 OK) 12. SIP 200 OK ().

»  13.SIP2000K(). |

14. HTTP POST (SIP SUBSCRIBE DIALOG event package)

"__15. SIP SUBSCRIBE () _ 16. SIP SUBSCRIBE ()
L 17.SIP 200 OK ().
P 18 SIP 200 QK () -
19, HTTP 200 OK (SIP 200 OK). v
20 HTTP Pendmg: 22. SIP NOTIFY (List of sessions) 21. SIP NOTIFY (list of sessions)

&
<«

23. HTTP 200 OK (SIP NOTIFY).

<

24. HTTP POST (SIP 200 OK)
( 25. SIP 200 OK ().

»

> 26. SIP 200 OK ().

»

Figure 6-85: Dynamic device discovery and active sgion awareness

The following is a brief description of the stepstlie call flow:

1. OITF2 issues an HTTP POST to the IG. The HTTEP@cludes a SIP SUBSCRIBE to the Registratiomeve
package, and is destined to the IPTV Control FE.

The IG forwards the SIP SUBSCRIBE to the ASM.

The ASM forwards the SIP SUBSCRIBE to the IPToh@ol FE

The IPTV Control FE returns a SIP 200 OK to A&M.

The ASM forwards the SIP 200 OK to the IG.

The IG returns an HTTP 200 OK to OITF2 thatumds the SIP 200 OK response.

N oo o M w DN

OITI2 issues an HTTP pending request
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8.

10.
11.
12.
13.
14.

15.
16.
17.
18.
19.
20.
21.

22.
23.
24.
25.
26.

The IPTV control generates a SIP NOTIFY thaludes all registered devices belonging to all useder the
same IPTV subscription as that of the originatothef procedure. The IPTV Control FE sends theNSIH'IFY
to the ASM.

The ASM forwards the SIP NOTIFY to the IG.

The IG returns an HTTP 200 OK to OITF2 thatudes the SIP NOTIFY

OITF2 issues an HTTP POST to the IG that inetutthe SIP 200 OK response to the incoming SIP IROTI
The IG forwards the SIP 200 OK to the ASM

The ASM forwards the SIP 200 OK to the IPTV @ohFE

OITF2 issues an HTTP POST to the IG. The HTOSP includes the SIP SUBSCRIBE to the dialog event
package [Ref 38], and is destined to the IPTV GBHRE.

The IG forwards the SIP SUBSCRIBE to the ASM.

The ASM forwards the SIP SUBSCRIBE to the IRCbhtrol FE

The IPTV Control FE returns a SIP 200 OK toAtgM.

The ASM forwards the SIP 200 OK to the IG.

The IG returns an HTTP 200 OK to OITF2 thatudes the SIP 200 OK response.
OITI2 issues an HTTP pending request

The IPTV Control generates a SIP NOTIFY thatudes all active IPTV sessions active on all deviof users
belonging to the same IPTV subscription as thaheforiginator of the procedure. The IPTV Conff&l sends
the SIP NOTIFY to the ASM. OITF2 shall be able torelate the information received here in conjunetivith
the information received in step 8 to identify #ession and the device.

The ASM forwards the SIP NOTIFY to the IG.

The IG returns an HTTP 200 OK to OITF2 thatudes the SIP NOTIFY

OITF2 issues an HTTP POST to the IG that inetutthe SIP 200 OK response to the incoming SIP IROTI
The IG forwards the SIP 200 OK to the ASM

The ASM forwards the SIP 200 OK to the IPTV €ohFE
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6.17.3 Procedures common to both push and pull mode s

6.17.3.1 Procedure at the IG to avoid double QoS re servation

This procedure is invoked by the IG if it detedtattthe original and target device involved in ssgn transfer are in the
same household, behind the same IG.

The assumption is that OITF2 is in the same household as OITF1, and initiates a pull
session transfer.

1. HTTP Post (STI, pertinent parameters)

|G verifies is f the STI corresponds to an
lexisting session in the IG

2. HTTP Pending -

<« 3. HTTP 200 OK (SIP Re-INVITE — Put media on hold)).
4. RTSP Pause (RTSP id)

». 5. RTSP Pause (RTSP id)

7.200 OK 6. 200 OK
—

A

8. HTTP Pending 200 OK (200 OK)

<2 HTTP 200 OK (ACK).

10. SIP UPDATE ()

Release Resources Phase |

11. SIP UPATE (

+«—12SIP200 0K

13. SIP 200 OK

s

Figure 6-86: IG procedure to avoid multiple QoS boking during session transfer

Below is a brief description of the steps in thi fbew:

1. It is assumed that OITF2, the target devicesession transfer, is behind the same IG as Olffielgriginal
device. OITF2 issues an HTTP POST request to iaisassion transfer. The request includes theasitll other
pertinent parameters. The IG verifies if the STuiled in the request matches an existing sesdasevstate is
maintained in the IG. If the verification outconsepiositive, then both devices are behind the s&rent the
remaining steps are executed. Otherwise the fésesteps are skipped.

2. OITF1 issues an HTTP pending request

3. The IG returns an HTTP 200 OK response to Olfffat includes, in the HTTP body, a SIP re-INVITHuest
from the IG to OITF1 to put the media on hold.

4. OITF1 issues an RTSP PAUSE to the CC.

5. The CC issues an RTSP PAUSE to the CDF.

6. The CDF returns an RTSP 200 OK.
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10.
11.
12.
13.

The CC returns a SIP 200 OK to OITF1

OITF1 issues an HTTP Pending request that irsluich the HTTP message body, the SIP 200 OK regpin
the re-INVITE from step 3.

The IG returns an HTTP 200 OK response thatiged the ACK in the HTTP message body.
The IG sends a SIP UPDATE to the ASM to reléheeoS resources for OITF1.

The ASM forwards the SIP UPDATE to the IPTV @ohFE.

The IPTV Control FE returns a SIP 200 OK toAlSM.

The ASM returns a SIP 200 OK to the IG.

6.17.3.2 Network-initiated Bookmarking

This procedure is performed when the IPTV Conti®lfeeds to acquire the offset for the purpose sdfisa transfer or
session replication (note that other applicatioay meed this procedure as well).

This is further described in Section 6.11.2.4.
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7. Interworking between IPTV and Communication
Services (informative)

7.1 Caller ID

The Communication Service Caller ID feature alldles display on an OITF of the Caller Id for an iméng voice call.
When a user receives a voice call, informationteeldo the Caller ID is sent to the Caller ID eralfiom the network
managing the call. Using session management proegdine OITF is able to display the caller’s idtgrand the called
identity, if needed) on the OITF display device.

In a managed network, it is important to ensuré tha

* The user has subscribed to such a service, fataitities and E.164 numbers [Ref 20] (POTS, IM8n# SIP
phones, etc) for which he would like to receivel€&€alD notifications.

* The networks (POTS, mobile, IMS) managing the iiestand the incoming calls, are able to notify IRTV
Control FE of information related to incoming voicalls.

e The Caller ID enabler FE, upon receiving this ncdifion, can generate and send a message to the @ldrder to
display the related call information.

The notification mechanism between the Voice Neknard the Caller ID enabler is out of scope of fpscification.

Figure 7-1 shows an informational call flow for tBaller ID communication service.

IMS Gateway

p2p Other Network

orE IG-OITF Auth/Session A;r:ze;ggggﬂ” Communication (POTS, PLMN,
e g Enabler IMS...)
Management (Caller ID enabler)

1. Incoming Voice

< Call Notification
2. SIP: MESSAGE (R-URI=user)

Text=Callerld, Calledld

3. SIP: MESSAGE (R-URI=user)
Text=Callerld, Calledld

_ 4. Invoke Third Party Notification\
(display=Callerld, CalledID)

6. Operation Result

5. Third Party
notification procedure
" 7. SIP: 200 OK
9. Display 8. SIP: 200 OK
Information

Figure 7-1: Call flow for presentation of caller ID

v

The following is a brief description of the stepghe flow. As a precondition, the User must be IM§istered via the
Authentication and Session Management prior tatiieflow.

1. A network (POTS, PLMN, IMS ...) notifies the Call® enabler about an incoming voice call relateet
POTS, PLMN, IMS number/identity associated withiRmV user. This message contains the caller’s identity
(caller ID) and called identitydalled ID), but should also carry additional informatior (the network
originating the natification, etc.)
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2. The Caller ID enabler generates and sends MEFSAGE (that includes thaller 1d, thecalled Id, additional
information) towards the Authentication and Sesditamagement FE associated with the End User.

3. The SIP MESSAGE is proxied to the IMS Gatewalyere it is intercepted by the Authentication ands&m
management function.

4, The Auth/Session Mgmt. function in the 1G invekbe third party notification functionality of th&-OITF
Server function.

5. The IG-OITF Server function starts the notifioatprocedure via the DAE.
Two possible mechanisms for notifying the OITF are:

0 “Third Party Notification Procedure”: With this meanism the 1G-OITF-Server sends the appropriate
CEA-2014 [Ref 3] operations so that the OITF capldiy the appropriate message. In more detail:

= The IG-OITF Server creates locally the notificatroessage (UPnP multicast) and sends it to
the OITF. This message contains the referencetinke “notification content”.

= The OITF receives the notification message anddofsdm the 1G-OITF Server, the content
referred by the “notification content”. In this eashe “notification content” contains the
information to be loaded and displayed on the OITF.

= The OITF sends the response to the IG-OITF-Seffter the “notification content” has loaded;
0 Use of UPnP GENA [Ref 28]

6. The IG-OITF Server reports the Operation Retsulhe Authentication and Session Management fangti the
IMS Gateway.

7-8.  The response to the MESSAGE request is forehtd the Caller ID enabler via the Authentication Session
Management FE.

9. The OITF displays the information on the screen.

7.2 Messaging

The Communication Service Messaging allows a useehd and receive textual messages to and froen oglers (or a list
of users). When a user receives a textual mesgagélisplayed by the OITF on the screen.

The messages are sent and received without ingiaiicommunication context; thus no communicatmmtext state is
stored in the IPTV Solution.

In order to support the Communication Service Mgisgg an Instant Messaging Enabler functionalitysed in the Person-
to-Person Communication Enablers FE.

The Open Mobile Alliance (OMA) has specified an ldeafor Instant Messaging (IM) that allows theclkange of Instant
Messaging messages between users in near realb@sed on the IETF SIP protocol [RFC3261] [Refwith SIMPLE and
3GPP extensions. The procedure described in thistehis aligned with the “Pager mode” functionadis specified in
OMA “Instant Messaging using SIMPLE” (OMA-ERP-SIMELIM-V1_0-20070816-C) [Ref 22].

The application running on the OITF sends and veseinessages using either:
* A DAE application (HTML + ECMAscript [Ref 23]) dowoaded to the OITF, or

* A native application on the OITF
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7.2.1

Outgoing messaging

Figure 7-2 shows an example of outgoing messagingrunication service, followed by a brief descoptof the flow.

© © N o O

IMS Gateway

P2P
Communication

IG-OITE Authentication

o= Server

and Session

Management Enabler

(IM Enabler)

1. HTTP POST (message, orig user, dest user)

2. Invoke Messaging (...)

3. SIP MESSAGE (R-URI=dest user)
Body=message

4. SIP MESSAGE (R-URI=dest user)
Body=message

5. SIP: 200 OK
SIP: 200 OK <

6.
Operation Result <

7.
<

8. HTTP 200 OK
d

<

9. Display
Textual
Message

Figure 7-2: Call flow for an outgoing messaging comunications service

A user logged onto an OITF enters the text ngessdahe OITF sends an HTTP POST message inclilkang
text to be sent, the originating user identificatand the receiving user identification (or listuskers) to the 1G-
OITF Server function in the 1G.

The IG-OITF Server function intercepts the HTFEQuest and invokes the Authentication/Session lgemant
function in the IG to send the text.

The Authentication/Session Management functiotié |G composes a SIP MESSAGE (that includes the
textual message) and sends it to the user’s hortigeAtication and Session Management FE.

Based on the originating filter criteria withethser, the SIP MESSAGE is forwarded to the appatspiv
Enabler FE. This IM Enabler FE is in charge of diedivery the text message to the final receivereaeivers in
the list.

A 200 OK is received as a response from theitating network.

The 200 OK is proxied to the IMS Gateway.

The IG Auth/Session Mgmt function sends the afi@n result to the IG-OITF Server.

The IG-OITF Server sends a 200 OK to the OITR essponse to the HTTP POST operation.

The OITF displays the information result on slcesen.
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1.2.2

Incoming messaging

Figure 7-3 shows an example of incoming messagingeunication service, followed by a brief descoptdf the flow.

IMS Gateway

OITF

Authentication P2P

IG-OITF and Session Communication

Server

Management Enabler

5. Third Party
notification procedure

(IM Enabler)

1. SIP MESSAGE (R-URI=user)
~ Body=message
3. SIP MESSAGE (R-URI=user)
N Body=message
3. SIP MESSAGE (R-URI=user)

<

Body=message
' 4. Invoke Third Party Notification

[ (display=message)

6. Operation Result
7. SIP: 200 OK

9. Display " 8. SIP: 200 OK

Textual
Message

v

Figure 7-3: Call flow for an incoming messaging comunications service

A text message has been sent to the user dadsaiw the IM Enabler function, responsible formaging the
message delivery to the final receiver (or the sibetonging to list).

The IM Enabler function sends a SIP MESSAGEt(ineludes the text message that will be displayadhe
OITF) to Authentication and Session Management.

The SIP MESSAGE is proxyed to the user IMS Gatgwvhere it is intercepted by the Auth/Session Mgm
function in the IG.

The IG Auth/Session Mgmt function invokes thiediparty notification functionality in the IG-OlTBerver
function.

The IG-OITF Server starts the Third Party Notifion Procedure. In particular the 1G-OITF sers t
appropriate CEA-2014 [Ref 3] operations so that@heF displays the appropriate message. In moraildet

a. The IG-OITF Server function creates locally theificdation message (multicast) and sends it to the
OITF. This message contains the reference/linkéd'hotification content”.

b. The OITF receives the notification message anddpfrdm the 1G-OITF Server, the content referred to
by the “notification content”. In this case, theotification content” contains the information to loaded
and displayed on the OITF.

c. OITF sends the response to the IG-OITF Server fondh the 1G after the “notification content”
loading;

The IG-OITF Server reports the Operation Resulhe IG Auth/Session Mgmt function in the IMS @aay.

The response to the MESSAGE request is foreehtd the other network via Authentication and Bess
Management.

The OITF displays the information on the screen.
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7.3 Chatting

The Communication Service Chatting allows a usestablish a communication context with another osevith a group
of users, so that the IPTV Solution allows the usesend textual messages and files within a conpatian context and
have all other users in that context receive tHerivate messages and files can also be sent toranere participants
within a communication context.

The messages and files are sent/received withamarzinication context; the state of the communicationtext is stored in
the IPTV Solution.

In order to support the Communication Service Ghgittan Instant Messaging Enabler functionalitintsoduced. OMA
(Open Mobile Alliance) has specified an enablerlifstant Messaging (IM) that allows the exchangefant Messaging
messages and files between users in near realdimsed on the IETF SIP protocol (RFC3261) [Refith SIMPLE and
3GPP extensions. The procedure described in thistehis aligned with the “Session mode” and “Hitansfer”
functionalities as specified in OMA “Instant Messagusing SIMPLE” (OMA-TS-SIMPLE_IM-V1_0-20070816}C
[Ref 22].

7.3.1  Chat session setup

Figure 7-4 shows an example of a chatting ses&bogs (i.e. communication context set-up), follovilsda brief description
of the flow. In this case the chatting templatgeserated and presented to the user directly b@thE. The chatting
template could be also generated by the |G, wihoaedure including initial steps analogous todhes presented in
Section 7.4.2.1.

IMS Gateway

P2P
Communication

Authentication

IG-OITF Auth/Session .
and Session

e Server Mgmt

Enabler
(IM Enabler)

Management

1. HTTP POST (chat init, orig user=A, dest=Chat-URL)
|-
Ll

2. Invoke Chat Initiation()

3. SIP: INVITE (Chat-%RL)
4. SIP: INVITE (Chat-URL)
»

6. SIP: 200 OK ¢ 5. SIP: 200 OK

7. Operation Result < Chat Session >

‘8. HTTP: 200 OK (HTML + ECMA Noatification Script)

|

9. In-session
Noatification Procedure
setup

Figure 7-4: Call flow for Chat session setup

1. A user logged onto an OITF wants to set up asbssion. The OITF presents a template to leadfilp by the
user; the user fills the template and the OITF semdHTTP POST message including the needed infmma
(e.g. originating user and the Chat-URL) to theQG+ server.

2. The IG-OITF Server intercepts the HTTP requastiavokes the IG Auth/Session Mgmt function tolget
chat session.
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3-4.

5-6.

7.3.2

The IG Auth/Session Mgmt function composes$RaISVITE (including the originating user and thé&-URL)
and sends it to the user’'s home Authentication@esbsion Management FE in order to establish asesaton.
The SIP INVITE is proxied to the IM Enabler funatithat manages the chat session (The details of SIP
message exchange are not shown here).

A 200 OK is received as a response from thé&Rdbler function and it is proxied to IMS Gatewagd a chat
session is established between the IG and the IablEn

The IG Auth/Session Mgmt function sends the aten result to the IG-OITF Server function.

The IG-OITF Server subsequently sends a 200dCtKet OITF as a response to the HTTP POST oparatio
containing the result page (which will be updatdtewa chat event is received) and an ECMA Notificat
Script, that will be run by the client in orderget-up an In-Session Notification Procedure.

The OITF sets up an In-Session Notification Bduce (XML HTTP request or Persistent TCP Connactio
Mode) with the IG-OITF Server function in the IGhEd1G-OITF Server function will then be able toden
notification message to update the OITF Ul pageadyinally without the need to reload the XHTML page.

Chat outgoing message

Figure 7-5 shows an example of chat outgoing mesdatiowed by a brief description of the flow.

IMS Gateway

. Authentication P2p
OITF I(;e?\gr': Autl';\ﬁlS?nStSIOI’l and Session Communication
9 Management Enabler
(IM Enabler)
< 1. Chat Session >

2. HTTP POST (chat msg, orig user=A, dest=Chat-URL)
»
L

3. Send Chat Messaging()
4. MSRP: SEND (into Chat Session)

5. MSRP: SEND (into Chat Session)

6. MSRP REPORT
MSRP REPORT -

7.
. <
8. Operation Result

‘9. 200 OK

10. In-session
Notification Events

Figure 7-5: Call flow for a Chat outgoing message

A user logged on an OITF has already establishetht session (for details, see Section 7.3h) tve IM
Enabler function for a specific Chat-URL.

A user wants to send a text message in thatselsaton. The OITF sends an HTTP POST messagelinglthe
information needed (text to be sent, the origiratiser and Chat-URL, etc.) to the IG-OITF Server.

The IG-OITF Server intercepts the HTTP requastiavokes IG Auth/Session Mgmt function to seng tibixt in
a chat session.
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4-5.

6-7.

10.

7.3.3

The IG Auth/Session Mgmt function composes@R® SEND message (that includes the text messade) a
sends it, in the chat session, to the user’'s hagheark Authentication and Session Management faneti
entity. The MSRP SEND message is proxied to thézhdbler function.

A MSRP REPORT message is received from th&idbler function as a response to the MSRP SEND
message, and it is proxied to IMS Gateway.

The IG Auth/Session Mgmt sends the operationltr&s the 1G-OITF server.
The IG-OITF Server subsequently sends a 200dCtkg OITF as a response to the HTTP POST operation

The IG-OITF Server, if needed, performs theessary CEA-2014 [Ref 3] operation so that the Cdidplays
the result information on the screen, using th&éssion Notification established earlier duringdhat session
set-up procedure.

Chat incoming message

Figure 7-6 shows an example of a chat incoming agessollowed by a brief description of the flow.

3-4.

IMS Gateway
) Authentication p2p
I I(é—e?\ng AU'[%S?;S'OV‘ and Session Communication
9 Management Enabler
(IM Enabler)

< 1. Chat Session
2. MSRP: SEND (R-URI=chat#)

3. MSRP: SEND (R-URI=user) €
o

Text=Message
4. MSRP: SEND (R-URI=user)
o

5. Invoke In-Session Noatification
6. In-session (display=Message)
Notification Events
7. Operation Result

» 3. MSRP: REPORT

»
" 9. MSRP: REPORT

>

Figure 7-6: Call flow for a Chat incoming session

A user logged on an OITF has already establisheatht session (for details see Section 7.3.1) thé IPTV
Control.

The IM Enabler function receives a MSRP SENDsage (that includes the message to be deliverta to
OITF) from another user in the chat session (idiedtiby a Chat-URL).

The MSRP SEND message is proxied via Authatitin and Session Management to the user’s IMSvizgte
where it is intercepted by the IG Auth/Session Mdumiction.

The IG Auth/Session Mgmt function invokes theséssion Notification functionality in the 1G-OlT$erver.

The IG-OITF Server performs the necessary CER4JRef 3] operation so that the OITF displaysriessage
on the screen, using the In-Session Notificatidatdished earlier during the chat session set-opguture.

The IG-OITF Server reports the Operation Resulhe IG Auth/Session Mgmt function on the IMS &edy.

Finally, the MSRP REPORT, in response to ttf&R¥® SEND message, is forwarded to IM Enabler \@a th
Authentication and Session Management FE.
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7.3.4  Chatting session teardown

When the user wants to end the chat session, Faripsrthe needed actions on the OITF (e.g. pushibgtton). This
causes:

» the In-session Notification tear down;
» aterminating message to be sent to the IG;

» the tear down of the chat session between thentQlee IM Enabler, through standard IM session-naukIMS
tear-down procedures.

7.4 Presence

7.4.1  General Description of Presence in IPTV

IPTV services may be combined with Presence sepadpability. The mechanisms used in order to combTV services
with the Presence service capabilities may alsosied for other purposes such as:

» Gathering channel statistics and user behavioornmdtion.
e Supporting session continuity between differentniaals
The ITF must be able to collect and send Preserioemation related to:
» the end user (e.g. status of the end user);
» the IPTV service activated (e.g. Scheduled ConteoD, PVR);

« the IPTV program watched (e.g. channel currentbeased, program currently watched, content cusrentl
accessed);

» other information the ITF can manage (e.g. in adsehybrid ITF - IPTV and DTT capable - channedfgram
accessed/watched on DTT; in case of a combinedye@nt — unmanaged and managed models are botleérab
channel/program accessed via an unmanaged network).

It is the user's decision (through the use of pyvareferences) as to which specific IPTV attrilsuteinclude in the
Presence information that is made available toraikers.

Figure 7-7 and Figure 7-8 show two examples oubeof the Presence service with IPTV.

Figure 7-7 shows the mechanism proposed in ordaltde an ITF to communicate Presence information.

Authentication

ITF and Session IPTV
f : Management il
User interaction
or
channel/content
information

\>

1. Presence Information

»
»
2. Presence Information
»

»

3. Response

<

4. Response

Figure 7-7: Call flow for sending Presence informabn to IPTV Control
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The IPTV Control can forward and aggregate the dtres information collected towards other entiteg.(external
Presence Server, other specific application sebasgd on internal policies/rules.

The ITF may also collect and send the IPTV Presearfoemation to the P2P Communication Enabler (Bnes Enabler)
directly, as shown in Figure 7-8.

P2P

Authentication Communication
ITF and Session Enabler
User interaction Management (Presence Enabler)
or
channel/content
information

—

1. Presence Information

»
>

2. Presence Information
>

»

3. Response

<«

Response

4.

Figure 7-8: Call flow for sending Presence informabn to the Presence Enabler

7.4.2 Presence Session Management Procedures

The Communication Service Presence allows multiskrs of an ITF to communicate their presence inddion inside an
IPTV Service network. A user (A) can subscribel® presence information of other users (B,C ... hat tvhen one of
these users changes his Presence status useill(@gceive a notification of this change.

The OMA (Open Mobile Alliance) has specified anlgeafor Presence allowing the management of tiiea@n and the
controlled dissemination of presence informatioerow SIP/IP network. The enabler is based on th& &P protocol
RFC3261 [Ref 21] with SIMPLE and 3GPP extensiorig procedure described in this section is alignitd thre
procedures specified in OMA “Presence SIMPLE Speation” (OMA-ERP-Presence_SIMPLE-V1 _0_1-20061128-A
[Ref 24]
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7.4.2.1 Presence session set-up — Presence template  produced by the IG

IMS Gateway

; Authentication P2P
IG-OITF Auth/Session and Session Communication

Server Mgmt Management Enabler
(Presence Enabler)

OITF

1. HTTP: GET (presence subscription form)

»

200 OK (HTML page)

2.

3. HTTP: POST (presence sub, orig user=A, dest=B)

4. Invoke Presence Subscription() i
>

5. SIP: SUBSCRIBE ()
" 6. SIP: SUBSCRIBE ()
»

_7.200 0K

2000K

8.
<

9. Operation Result
d

|
10. 200 OK (HTML + ECMA Notification Script)

<«

11. In-session
Notification
Procedure Setup

17. In-session
Notification Events

The following is a brief description of the stepghe flow:

12. SIP: NOTIFY (Presence information)

13. SIP: NOTIFY (Presence information)

 14. Invoke Third Party Notification
il

(display=Presence information)
15. 200 OK

7]16. 200 OK

18. Operation Result

>

Figure 7-9: Call flow for Presence session setup

1. A user logged on to an OITF wants to subsculidé presence events associated with anotheousagroup of
users. The OITF sends an HTTP GET message toatsait to fetch a template form to be filled upthg user.

2. The IG-OITF Server intercepts the request ahdme an HTML form document to be filled out by #ed user
in a 200 OK message.

3. The OITF sends an HTTP POST message includimgdmpleted template form to the IG-OITF Server.

4. The IG-OITF Server intercepts the message arakas the appropriate operation in the Auth/Seskigmt.

function in the IG.

5. The Auth/Session Mgmt. function in the 1G creaeSIP SUBSCRIBE message with the appropriate
information and sends it to the Authentication &egsion Management FE in the user's home network.

A SIP SUBSCRIBE message is forwarded to thedPias Enabler function.
A 200 OK is received as a response from thegPmsEnabler function.

A 200 OK is forwarded to the Auth/Session Mgfahction in the I1G.

© ® N ©

The Auth/Session Mgmt. function in the |G setidsoperation result to the IG-OITF Server.
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10.

11.

12-13.

14.
15.

16.
17.

18.

7.4.2.2

The IG-OITF Server sends a 200 OK to the OIF & eesponse to the HTTP POST operation, whictaomn
the result page (which will be updated when a pres@vent is received) and an ECMA Notificationij@dhat
is run by the client in order to set-up an In-Sasdlotification Procedure.

The OITF sets up an In-Session NotificationcBdure (XML HTTP request or Persistent TCP Conpacti
Mode) with the IG-OITF Server. The IG-OITF Servahlthen be able to send a notification messagépidate
the OITF Ul page dynamically without the need toae the XHTML-page.

The Auth/Session Mgmt. function in the I@aiges a NOTIFY message that includes the Prestaties from
Presence Enabler function via Authentication argsi®@ Mgmt. function.

The Auth/Session Mgmt. function in the I1G ingskhe In-session notification function in the IGFD Server.

The Auth/Session Mgmt. function in the IG seR@l8 OK message to Authentication and Session Mgmt.
function in responds to the SIP NOTIFY.

A 200 OK is forwarded to Presence Enabler fonct

The IG-OITF Server performs the necessary §sise notification operation (CEA-2014) [Ref 3] tbe OITF
to display the presence information to the end-uskNOTIFY messages, for this subscription, aedivered
within the In-Session Notification session, estidid in step 9.

Finally the IG-OITF Server sends back to theAlgh/Session Mgmt. function the operation result.

Presence Privacy Management

The Communication Service Presence allows a usar BiF to manage the privacy settings of the sgarésence
information. The user can do so by configuringpghesence authorization rules on the Presence enabieh is used to
proactively or reactively authorize the incominggence subscription requests from other usergegotive authorization,
the user subscribes to changes in the watchemiafiion. That way when a subscription request camé&sm a potential
watcher, the presence enabler notifies the useroahdhen proceed to accept or deny the subsariptio

Figure 7-10 provides an example of a signaling ffompresence privacy management using reactiveoaaation.
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IMS Gateway

P2P
Communication

. Authentication
OITF Lesols and Session

Server
Management Enabler

(Presence Enabler

1. HTTP: POST (winfo subscription) )

2. Invoke winfo subscripﬁon

3. SIP: SUBSCRIBE (winfo)
»

4. SIP: SUBSCRIBE (vgnfo)

4 5. 200 OK

6. 200 OK

7. Operation Result
<

8. 200 OK (HTML + ECMA Notification Script)

w

10. SIP:

SUESCRIBE (pres)

10. SIP: NOTIFY (winfo)

9. In session
notification
procedure setup

1. SIP: NOTIFY (winfo)

12. Invoke Third
Party Notification

< (display=winfo)

13. In Session
Notification Events

14. Operation

Result

User >

receives a 15. 200 OK

presence *16. 200 OK
authorizati
on request
from other
user

\ ]

17. HTTP request(GET message to Presence enabler profile)

v

18. HTTP response (includes the Presence enabler profile)

User
selects
presence
authorizati
on option

19. HTTP request (PUT message with updated Presence enabler profile)

v

20. HTTP response — 200 OK

Figure 7-10: Presence Privacy Management using retee authorization
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The following is a brief description of the stepghe flow:

1.

© N o 0 &

10.

11.
12.
13.

14.

15.

16.
17.

18.
19.

20.

A user (A) logged on to an OITF decides to ste&tpresence service application. The OITF sendsTa P
POST message to subscribe to the watcher informatient associated with himself.

The IG-OITF Server intercepts the message arakas the appropriate operation in the Auth/Seskigmt.
function in the 1G.

The Auth/Session Mgmt. function in the 1G creaeSIP SUBSCRIBE message with the appropriate
information and sends it to the Authentication &eg$sion Management FE in the user's home network.

A SIP SUBSCRIBE message is forwarded to thedPias Enabler function.

A 200 OK is received as a response from thegPmsEnabler function.

A 200 OK is forwarded to the Auth/Session Mgfahction in the IG

The Auth/Session Mgmt. function in the I1G setidsoperation result to the IG-OITF Server.

The IG-OITF Server sends a 200 OK to the OITER essponse to the HTTP POST operation, whichagosit
the result page (which will be updated when a wettaformation event is received) and an ECMA Noéfion
Script that is run by the client in order to setaupin-Session Notification Procedure.

The OITF sets up an In-Session Notification Bduce (XML HTTP Request or Persistent TCP Conngactio
Mode) with the IG-OITF Server. The IG-OITF Servallthen be able to send a notification messagepidate
the OITF Ul page dynamically without the need toae the XHTML-page.

Upon reception of a presence information reigfuesn another user (B), and based on presencagyitules
stored in presence enabler profile, the presenaklenmay decide to send a SIP NOTIFY message with
“pending” presence authorization status.

A SIP NOTIFY message is forwarded to the Augls&ton Mgmt. function in the I1G.
The Auth/Session Mgmt. function in the 1G ingekhird party notification in the IG-OITF Server.

The IG-OITF Server performs the necessary §sise notification operation (CEA-2014) [Ref 3] tbe OITF
to display the presence information to the end-uskNOTIFY messages, for this subscription, aetivered
within the In-Session Notification session, estidid in step 9.

The IG-OITF Server sends back to the IG Autkgim Mgmt. function the operation result.

The Auth/Session Mgmt. function in the 1G seR@i8 OK message to the Authentication and Sessigmt\
function in response to the SIP NOTIFY.

A 200 OK is forwarded to Presence enabler FE.

Upon reception of presence authorization req@gesp 13), the OITF sends an HTTP GET requet$tdo
Presence enabler profile.

The Presence enabler profile returns the pceserivacy profile to the OITF in a 200 OK.

Upon selection by the user (A) of the presendhorization option, e.g. allow, the OITF send$HaimP PUT
request to update the Presence enabler profile.

The Presence enabler profile acknowledges fePHequest in a 200 OK.

At this point the Presence enabler can send usep#&sence information to user B.
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7.4.3  Scheduled Content and fast update rate events  case

When channel switching during a Scheduled Contenvice, users will likely be able to zap betweesetof channels within
the same “bouquet” (e.g. channel with the same Wwatthl requirements) without further signalling rield to the Service
Setup Session (from ITF to IPTV Control). In thise, sending presence information each time thechsages channel
may lead to a heavy load on the network (e.g. §& ed zapping). In order to reduce and control iptssverload caused by
frequent channel hopping, it shall be possibledfing some mechanisms that is able to limit the memof publications of
channel change. In particular, two instances offraeisms can be foreseen:

» Client side — configurable delay: the ITF clientsld not inform the IPTV Control about several cangive
channel changes within the delay period. When #iee stops zapping, information about the watcheahicél
should be sent to the IPTV Solution. The delay tiha is used may be configurable.

» Server side — rate control: The IPTV Solution sbadntrol the rate of information sent by ITF ctiso it can
decrease the frequency of publication of changerméia

Figure 7-10 and Figure 7-11 provide examples afjaadling flow for channel switching, for the caskClient side and
Server side load control, respectively.

7.4.3.1 Scheduled Content channel switching; Client Side load control

Authentication
ITF & Session IPTV
Control

Management

0. Change channel

1. Presence information Request
a) Change channel change channel " 2. Presence information Request
—> »

change channel

b) Chm 3. Presence information Response

Zapping

A

4. Presence information Response change channel
z) Change channel &
—_—

change channel

5. Change channel
6. Presence information Request

v

change channel 7. Presence information Request

Ll
change channel
8. Presence information Response

A

. Presence information Response change channel

9

change channel

Figure 7-10: Scheduled Content (Broadcast TV) charel switching; Client Side load control

0. The ITF leaves a multicast channel and joingteranulticast channel with the same QoS requirésnen
a. A delay may be applied. If the user switches chbagain during this delay time, the flow is restarait
step O.
b. (seea.)
c. (seea.)
d.
1. The ITF sends information about which channat th being watched.
2. The Authentication and Session Management Ftesdbhe information to the IPTV Control.
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3. IPTV Control responds to the Inform channel gearequest.

4. The Authentication and Session Management rdhéesesponse to the ITF.

7.4.3.2  Scheduled Content channel switching; Serve  r Side load control

Authentication
ITF & Session IPTV
Control
Management
0. Change channel
1. Presence information Request
change channel " 2. Presence information Request

change channel
3. Presence information Response
dl

-
4. Presence information Response change channel
<

~ change channel

Figure 7-11: Scheduled Content channel switching:e8ver Side load control

The ITF leaves a multicast channel and joingteranulticast channel.
The ITF sends information about which channékimg watched.

The Authentication and Session Management Ftesdbhe information to the IPTV Control.

w Moo

IPTV Control checks the rate notification fronetiTF and responds to the Inform channel changeest; also
sent in the response is an info (rate of publicgtto decrease the frequency of sending the chetmagenel
information.

4, The Authentication and Session Management Fiesdahe response to the OITF which updates its rawenof
publication.

7.5 Multimedia Telephony

The Communication Service Multimedia Telephonyw#ca user to establish multimedia conversationalmanications on
his OITF.

In order to support the Communication Service Muodtdia Telephony, a Multimedia Telephony Enablecfiomality is
introduced. 3GPP has specified an IMS multimedigpteony communication service based on SIP and 3GISP
specifications. The IPTV Solution follows ETSI T8.273 [Ref 39] procedures to support Multimediagpélony
functionalities such as audio and video teleph@sgi®n setup, data exchange, media renegotiatidrsession tear down.
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8. Remote Access

This section is vacant. An informative descriptadrthe remote access feature is provided in Appe@di
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0. Audience Research

The Audience Research is a component of the OIRRit&cture that enables the collection, under #pdigt consent of
users, of a consistent set of data representinganédr content (Scheduled Content, CoD, etcgeas, navigation and
interactive applications consumption.

9.1 Audience Research Architecture

The Audience Research subsystem is designed to:
»  Support multiple network deployment scenarios
» Allow Audience Research system deployed for nonMRpplications to co-exist with IPTV services

The Audience Research subsystem could be deploigedupport of different mechanisms related todbployment and
the configuration chosen. It is based on the folhgndeployment:

* Network Application based (in the Transport Prooegs&unction)
» Signalling based (in the IPTV Control, Cluster Golier, etc)

«  Or any combination of the above mentioned options.

Figure 9-1 describes the detailed architecturestigporting the Audience Research functions:

R

UNIS-7 { IPTV Metadata Control >_NP|-2a__g
Metadata Storage
L—NPI-33—
IPTV Control
UNIS-6 < IPTV Applications > NPI-AR-02'
-
< x
X P S
20 [ Audience Research /“Audience Research
L ; NPI-AR-01 Collector [ NPI-AR-03—— Agency )
Q - N // NG 2
o w
wZ
14
NPI-AR-02"
’7NPI-AR-02
/ Cluster Control
——UNIS-13
UNIT-19 Transport Processing Function

IUNIT-Wﬁ

Figure 9-1: Audience Research Architecture

From a purely architectural point of view, the Netlwapproach with the Transport Processing Funcatmies does not
introduce new elements into the network architegthot it may use elements that already exist, agdhe SPDF, A-RACF,
RCEF and BTF. These elements host the featuresltbat the network to trigger events on specifittgrans, trigger the
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control to detect the service involved by thesgegpas, to collect the appropriate data for theiserand acting opportunely.
Some of these features can be obtained by exteedisting functionalities; others need new add#iarside the elements in
order to manage the logic and the interactionsirequHow the Transport Processing Function suppbese is out of scope
of this specification.

The Audience Research Collector is the FE thativesdhe data collected by the other FE and presass$or further
internal use or for exposing to the Audience RedeaAgency (e.g. Advertising, Personalization, CahteRecommendation,
etc). The Audience Research Collector can eithdodsted in a stand alone server, a componentdddatlIPTV
Applications, or a component located in IPTV Cohtdepending on different implementation choices.

9.2 Audience Research Data Model

The Data Model used for Audience Research is tetsire of data sets that can be retrieved by ldifopm and used to
perform Audience Research activities.

The data of interest can be classified generatty 3ncategories (so as to be flexible and exteaghbugh for including
additional services):

»  Service access data
e Trick play data

* Service interaction data

Service access datdescribes the entries for the user’s access ti’fhe services (scheduled, CoD, PVR etc). It inelsid
‘service type’, ‘user id’, ‘target content id’, ‘aess begin time’, ‘access end time’, ‘access longtiterminal type’ and other
extensible parameters for each specific servige, the license, the event type.

Trick play data describes the user operations (FF, RW, PLAY, PAUSE) upon the content which can be randomly
accessed, e.g. downloaded or CoD/TsTV/PVR conlteinicludes ‘operation type’, ‘user id’, ‘target@nt id’, ‘operation
begin time’, 'operation end time’ and other exiblesparameters e.g. the play speed, offset

Service interaction datadescribes the user actions that mostly occur duhia interactive/hybrid services (rate, vote,
gamble, comment, dial click-to-call, etc.). It indes also ‘action type’, ‘user id’, ‘target contédit ‘action begin time’ ,
'action end time’ and other extensible parametagsthe rating level, the commenting text, the nalnber for click-to-call
dial.

This is not an exhaustive list and other data typag be defined.

Appendix F provides an example of an audience reBetata model.
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10. Interworking ITF with DLNA devices (informativ = e)

The following is a high level signal flow which skis how “DLNA functions” in the OITF interwork witBLNA compliant
devices. In all use cases described in this sedtienDLNA Function in the OITF serves IPTV contembther DLNA
devices which implement the appropriate DLNA deitzess or DLNA device capability. However, in gealg“DLNA
functions” in the OITF may support other DLNA dewiclasses or DLNA device capabilities, such as DUNgital Media
Player (DMP), in order to support accessing AV eah{which may not be IPTV content) which are sdrvg other DLNA
devices. For further information about DLNA systasages, please refer to DLNA Networked Device tgerability
Guidelines (October 2006) [Ref 2].

Note: The reference to the DLNA guideline will be upsthto DLNA 2.0 as soon as it is published.

Basically, the signal flows between the ITF andRnevider(s) Networks are the same as defined isysiecification. The
signal flow between ITF and DLNA devices are thmsas defined in the DLNA guidelines. The high lesignal flow in
Figure 10-1 is intended to show the relation betwibe IPTV signal flow and the DLNA signal flow dme assumption that
the DLNA function in the OITF converts IPTV protdspsuch as metadata access, media delivery aricbtt)| delivery
protocols, on the fly to DLNA protocols. In the eashere the ITF has a local storage, the IPTV cttritethe storage may
be served to DLNA devices; however, the followinghhlevel signal flows do not apply to these cases.

The IPTV content item served by the DLNA functi@ande protected by DTCP-IP, with content usageipéwia the
content and service protection scheme of the IPaviee.

Note that each call flow between the ITF and thevRller(s) Networks can include an optional autteatitbn step to avoid
unauthorized access to IPTV services.
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IPTY
ITF . IPTY
DLMA Service ,
, (DLMA , Service
Device : Provider ,
Function) ; Discovery
Discovery

After IPTY service
discovery, DLMA
function becomes
discowverable by
DLNA devices, or
ITF will start to
access other DLNA
devices, DLMA
function will act as
DLNA device class
or DLNA device
capability

DLMN& Device
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e.g. Content
Directory Access
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Figure 10-1: Relation between the IPTV and the DLNAsignal flows
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The DLNA guideline defines system usages, i.e.cases, showing how DLNA device classes and DLNAtions interact
with each other. Table 5 indicates what DLNA ussesacould be supported and how DLNA device clag3lLdtA
functional capability should be implemented in BeNA function of the OITF to realize each use cdsdete that mobile
networked devices, such as M-DMS, M-DMC, are reieli in this table, but a mobile networked devimeasponding to a
home network device also apply to these systemessag well.

DLNA system DLNA function in OITF DLNA Device(s) which interwork with the
usages (use cases) DLNA function in the OITF.
2 BOX PULL Digital Media Server (DMS) Digital Media Player (DM
DOWNLOAD Digital Media Server (DMS) Download Controller (+BN
3 BOX Digital Media Server (DMS) Digital Media ControllédMC)
Digital Media Render (DMR)
Digital Media Server (DMS) Digital Media Renderer (DMR)

Digital Media Controller (DMC)

2 BOX PUSH Push Controller (+PU+) Digital Media Renderer (DMR

UPLOAD Upload Controller (+UP+) Digital Media Server (DIMBith upload
capability

Remote Ul RUI Source capability (+RUISRC+) RUI Pull ControligsRUIPL+)

Table 5: Relevant DLNA system usages
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10.1 2 BOX PULL

Figure 10-2 shows the signal flow for the 2 BOX RlHystem usage where an OITF serves IPTV contemtDMP. In this
system usage, a user operates the DLNA Device winiplements the DLNA Digital Media Player (DMP)

The signal flow applies to the case when OITF aatically has access to the IPTV content.

DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMP) implements DMS) Control, CDN, etc)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

* A user selects

the DMS

* A user browses 1. CDS: Browse request
the content list
(step 1-4 could
be iterated)

v

N

. Metadata Request

v

. Metadata Response

Aw

4. CDS: Browse response |
-

* A user selects
a content item to 5. HTTP: GET request
be rendered

v

6. Media Control: Start Streaming

\ A

7. HTTP: GET response
I Media Stream

* A user stops 8. TCP close >
renderihng = T--------------------
9. Media Control: Stop Streaming

v

Figure 10-2: Signal flows for a 2 BOX PULL system sage
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10.2 DOWNLOAD

The signal flow for DLNA download system usagehis same as for the 2 BOX PULL, except that the DLdéAice
implements the Download Controller (+DN+) insteddhe DMP, and the media delivery on the netwodeswill be based
on a file transfer protocol instead of a mediaastiimg protocol. In this system usage, a user opetae DLNA device
which implements the DLNA Download Controller (+DN+

The signal flow shown in Figure 10-3 applies to thse when the OITF automatically has access tiiPihié content.

DLNA ITF IPTV Service
Device (DLNA function in OITF (incuding Metadata
(+DN+) implements DMS) Control, CDN, etc)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

* A user selects
the DMS

* A user browses 1. CDS: Browse request
the content list

v

(step 1-4 could 2. Metadata Request >
be iterated)
3. Metadata Response
4. CDS: Browse response \ D
* A user selects
a content item to 5. HTTP: GET request
be downloaded >
6. Initiate Media Transfer L
| 7. HTTP: GET response i
N Media Stream
8. TCP close
_____________________ -’

9. Complete Media Transfer

v

Figure 10-3: Signal flow for DLNA download system
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10.3 3 BOX

Figure 10-4 shows the signal flow for the 3 BOXteys usage where the ITF acts as a DMS. The two DiMices (DMR
and DMC) interwork with the DMS implemented in tB€TF FE of the ITF. In this system usage, a useraigs the DLNA
device which implements the DLNA Digital Media Cmiter (DMC).

The signal flow applies to the case where the Qdlifomatically has access to the IPTV content.

DLNA DLNA ITF IPTV Service
Device Device (DLNA function in OITF (including Metadata
(DMR) (DMC) implements DMS) Control, CDN, etc)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

* A user selects the DMS

1. CDS: Browse request

» 2 Metadata Request

v

§. Metadata Response

<

4. CDS: Browse response

* A user browse content list
(step 1-4 could be iterated)

5. AVT: SetAVTURL * A user browses a content
~ 6. AVT: SetAVTURL item to be rendered and DMR

v

7. AVT: Play
8. AVT: Play

v

9. HTTP: GET Request

" 10. Media Control: Start Streaming _
_11. HTTP: GET Response .

[~ Media Stream

—

P 12. AVT: Stop * A user stops rendering

13. AVT: Stop

14. HTTP: GET Request
15. Media Control: Stop Streaming

\ 2

Figure 10-4: Signal flow for the 3 BOX system usage&here the ITF acts as a DMS
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Figure 10-5 shows the signal flow for the 3 BOXteys usage where the ITF acts as both a DMC and &.Divthis system
usage, a user operates the OITF which implemeatBINA Digital Media Controller (DMC).

DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMR) implements both DMC and DMS) Control, CDN, etc)
* Assume IPTV service discovery
] ] * Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.
1. Metadata Request _
2. Metadata Response
* A user selects a content item
5. AVT: SetAVTURL to be rendered and also DMR
-
6. AVT: SetAVURL |
| 7. AVT: Play
8. AVT: Play |
»
9. HTTP: GET Request _
¥ 10. Media Control: Start Streaming |
»

_11. HTTP: GET Response

* A user stops the rendering

12. AVT: Stop

13. AVT: Stop

14. TCP close

Media Stream

15. Media Control: Stop Streaming

v

Figure 10-5: Signal flow for the 3 BOX system usag@&here the ITF acts as both a DMC and a DMS
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104 2 BOXPUSH

The signal flow for the 2 BOX PUSH system usageashtihhe case where the ITF acts as a DLNA Push Gltamt(+PU+)
and is the same as the 3 BOX PUSH system usage wiefTF acts as both a DMC and a DMS. In thisesgusage, a
user operates the OITF which implements the DLNShpeontroller (+PU+), as shown in Figure 10-6.

DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMR) implements +PU+) Control, CDN, etc)
* Assume IPTV service discovery
_ _ * Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.
1. Metadata Request .
3. Metadata Response
* A user selects a content item
5. AVT: SetAVTURL to be rendered and also DMR
6. AVT: SetAVURL N
7. AVT: Play
8. AVT: Play R
9. HTTP: GET Request _
7" _10. Media Control: Start Streaming N

_11. HTTP: GET Response

* A user stops rendering
12. AVT: Stop

13. AVT: Stop

14. TCP close

.

Media Stream

15. Media Control: Stop Streaming

v

Figure 10-6: Signal flow for the 2 BOX PUSH systernsage where the ITF acts as a DNLA Push Controller
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10.5 UPLOAD

Figure 10-7 shows the signal flow for the uploasteyn usage where the ITF acts as a DLNA UploadrGibet (+UP+). In
this system usage, a user operates the OITF winiplements DLNA Upload Controller (+UP+).

DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMS with implements Upload controller) Control, CDN, etc)
upload capability)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

1. Metadata Request

v

3. Metadata Response

* A user selects a content item
7. CDS: CreateObject to be uploaded to a DMS
<

8. CDS: CreateObject

\ 4

9. HTTP: POST Request

11. HTTP: Interim.

" 12. Initiate Media Transfer

Media File

—

13. Complete Media Transfer

»
14. HTTP: POST Response v

>
»

Figure 10-7: Signal flow for a system usage wherée ITF acts as a DNLA Upload Controller

10.6 Remote Control Function using DLNA RUI

The DLNA Functions in the OITF supports DLNA RUIBoe capability (+RUISRC+) to expose and sourcedsitents to
the DLNA RUI Pull Controller (+RUIPL+) with the relof finding and loading remote Ul content exposg@d +RUISRC+
capability and rendering and interacting with thecontent,

Figure 10-8 shows the signal flow for RUI systerageswhere ITF acts as RUI Source capability (+RW$R In this
system usage, a user operates the DLNA device vitmiglements the RUI Pull Controller (+RUIPL+), atiet RUI Pull
Controller (+RUIPL+) acts as an ITF Remote ConEwhction (IRCF) for controlling the ITF device ati IPTV service
by using Control Ul (Remote Ul) sent from IPTV Apgaltions via OITF or pre-stored in OITF.

The signal flow applies to the case when a usetssancontrol the ITF device or the IPTV serviceghwbDefault or Common
Control Ul or by using the specialized or optimiZeaintrol Uls for the ITF device and the IPTV segvic
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DLNA Device ol
+RUIPL+
( ) DLNA Functions DAE IPTV
IRCF implements +RUISRC+ Applications
Default Control Ul is located
in RUI Server
1. Activate

IRCF Function

Assume DLNA Device
discovery

2. Default CUI Request

3. Default CUI Response

4. Rendering Control Ul

5. Select the IPTV service

6. HTTP Message
(request the service)

7. Send the requested
message

8. Request DAE App_
related to the service
and Control Uls
9. Response DAE App
“related to the service

10. Send Control Uls and Control Uls

11. Send Control Ul

A

12. Rendering Control Ul

13. Invoke
Control Action
14. HTTP Message

(Send control action)

15. Handle the Control Action

16. 200 OK

A

Figure 10-8: Call flow for the remote control funcfon using the DLNA RUI
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The following is a brief description of the stepghe flow:

1. The user actives an ITF Remote Control FundiiR€F) by using the DLNA Device (+RUIPL+).

n

If the DLNA Device (+RUIPL+) discovers a DLNA Rations (+RUISRC+) in the OITF, then the DLNA
Device (+RUIPL+) can request the Default Control Ul

A DLNA Functions (+RUISRC+) in the OITF sendg thefault Control Ul to the DLNA Device (+RUIPL+).
The DLNA Device (+RUIPL+) renders the Defaultr@wol UI.

The user selects the IPTV service through thiaweControl Ul.

The HTTP message containing the selected IPT¥cseis sent to the DLNA Functions.

A DLNA Functions (+RUISRC+) gives the requesteelssage to the DAE.

© N o 0o » w

The DAE requests the DAE Application relatedh® service and the Control Uls which are dedictatdtie
service.

9. The IPTV Applications send the DAE Applicaticeiated to the service and the Control Uls whichdemicated
to the service.

10. The DAE sends the Control Uls to a DLNA Funa$io

11. A DLNA Functions (+RUISRC+) sends the Controltt/the DLNA Device (+RUIPL+).

12. The DLNA Device (+RUIPL+) renders the Contradl U

13. A user invokes the control action by using@uoatrol Ul.

14. The DLNA Device (+RUIPL+) sends the HTTP messegntaining the control action to the DLNA Funato

15. The OITF handles the control action and thelted the control action is reflected in the OlaRd the IPTV
service.

16. A DLNA Functions (+RUISRC+) returns the HTTRO20K to the DLNA Device (+RUIPL+).
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Appendix A.  Compliance of Architecture to the Requirements

The following notation is used to describe the degsf compliance of the architecture with the rezmients.

Compliant: All the requirements in the referenced sectiansatisfied by the architecture, or do not reqadditions to the
architecture for their support.

Not compliant: The requirements in the referenced section havéeen addressed by the architecture.

Partially compliant: The architecture provides a solution which seiséome of the requirements. The requirementstwhic
have not been addressed, or have no obvious arzhieimplications, are identified under “SpeciRequirements” and the
discussed under “Comments and Clarifications”.

Not applicable The requirements have no implications for théniecture (e.g, business level agreements).

Ref Requirements | Compliance | Specific Requirements Comments and
Section clarification
5 Service
Requirements
5.1 General Compliant
5.2 Provider Compliant
Relationships
5.3 Service
Categories
5.3.1 Scheduled Partially [2-1171] [R2] Time delay in switching from | The Release 2 architecture
Content Service compliant one scheduled content channel to another | should achieve the 2 sec
should be no greater than 2 sec. channel change times
assuming video GOP
[2-1172] [R2] The IPTV Solution shall lengths are maintained at

~15; however the
architecture does not
include any architectural
components designed to
bring channel change times
down to <500ms).

provide a fast channel changing mechanisni
switch from one scheduled content channel
another in less than 500 msec.

Note that there are industry
initiatives (DVB, IETF) on
FCC mechanism via
additional components, but
a standardized solution may
not be available for reuse ir
time for inclusion in the
Release 2 solution. Any
additional components are
expected to be included in
the Transport Processing
Function, and thus not
visible in this application
level architecture
specification.

5.3.2 Content on
Demand (CoD)

5.3.2.1 | Common Compliant
Requirements

5.3.2.2 | Streamed CoD Compliant
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Requirements

5.3.2.3 | Push CoD Compliant
5.3.2.4 | Deferred Compliant
Download CoD
5.3.3 PVR
5.3.3.1 | Local PVR Compliant
5.3.3.2 | nPVR Compliant
5.3.4 Time Shift Compliant
5.3.5 Service and Partially [2-1451] [R2] The IPTV Solution shall The use of the IRCF
Content Compliant | support a mechanism to receive informatior| function in a mobile device
Navigation from a mobile or a portable device describif may allow this requirement
an item of IPTV content and enable the use| to be implemented.
then access this IPTV content item on an IT| However, the specifics of
the network signalling have
not been investigated.
5.3.5.1 | Service Compliant
Navigation
5.3.5.2 | Content Guide | Partially [1-1540] [R1] The IPTV Solution shall | Additional inter-FE
(CG) compliant support filtering of Content Guide informatiq interfaces may be required.
for network | to show different amounts of detail accordin
implementat | to whether the content item is part of the
ion. subscription or not.
[1-1550] [R1] The IPTV Solution shall
Compliant support filtering of Content Guide informatio
for according to the rating of the item and the
implementat | Personal profile (including parental controls
ion in an placed if any) of the user.
OITF.
5.3.6 User Compliant
Notification
Service
5.3.7 Advertising Not All the requirements. Work is ongoing to
compliant determine how these
requirements can be
supported by the
architecture.
5.3.8 Communication
Services
5.3.8.1 | Caller ID Compliant
5.3.8.2 | Presence Compliant
5.3.8.3 | Messaging Compliant
5.3.8.4 | Chatting Compliant
5.3.8.5| Voice and Compliant
Video
Telephony
5.3.8.6 | Content Sharing Not [2-1798] [R2] When allowed by the relevant| No procedures have been
Compliant DRM policies, users shall be able to select | evaluated to determine how

items of content available at their ITFs and
send them directly to another user’s ITF.
[2-1799] [R2] The IPTV Solution shall
support that the receiving user can select th

these could work. No
determination has been
made if any additional
architectural components
are needed.
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appropriate ITF for consumption of the
content.

5.3.9 Bookmarks Compliant
5.3.10 | Personalized
services
5.3.10. | Personalized Compliant
1 Channel
5.3.10. | Purchase of Compliant
2 Digital Media
5.3.12 | User Reviews | Not [2-1851] [R2] The IPTV Solution shall No procedures have been
Compliant provide a mechanism for presenting messa( evaluated to determine how
or comments expressed by other users duri these could work. No
a previous instance, synchronized in line wi} determination has been
the content. made if any additional
architectural components
are needed.
54 Remote Control| Partially [2-1862] [R2] The IPTV Solution shall No procedures have been
Functions compliant support the ability to enable and disable a | evaluated to determine how
user’s IRCF remote control access per ITF.| these could work with the
[2-1863] [R2] The IPTV Solution shall offer { DLNA-based IRCF function
mechanism through which an IRCF associa defined in the architecture.
with an IPTV User can be correlated to a
specific ITF.
5.5 Application
Deployment
and Execution
551 General Compliant
Requirements
5.5.2 Common Compliant
Requirements
5.5.3 Requirements | Compliant
Specific to
Browser
Applications
5.5.4 Requirements | Compliant
Specific to
Executable
Applications
5.5.5 Other Compliant
Requirements
5.6 Security
5.6.1 Access control
5.6.1.1 | Application Compliant
Security
5.6.2 Authentication
5.6.2.1 | User Partially [1-2210] [R2] When an IPTV Service No procedures have been
Authentication | compliant Provider does not belong to the same busin evaluated to determine how

entity as the Service Platform Provider but
a service level agreement with the Service
Platform Provider, the IPTV Solution shall
support the ability to be able to reuse the
Service Platform-level authentication for

granting IPTV service access.

these could work. No
determination has been
made if any additional
architectural components
are needed.

Copyright 2011 © The Open IPTV Forum e.V.



Page 201 (236)

[2-2231] [R2] The IPTV Solution shall
support a single sign-on mechanism that
protects the privacy of the user across
different IPTV services.

[2-2232] [R2] The IPTV Solution shall
support a single sign-on mechanism that all
an IPTV service to request particular sets o
information about the user.

[2-2233] [R2] The IPTV Solution shall
support a single sign-on mechanism that
allows one authentication session to enable
access to multiple IPTV services at the sam
time.

=

5.6.2.2 | Application Compliant
Authentication
5.6.3 Data Compliant
Confidentiality
5.6.4 Service and Compliant
Content
Protection /
DRM
5.6.5 Forced playout| Compliant
5.6.6 Communicatior] Compliant
Security
5.7 Remote Compliant
Management
5.8 Registration Compliant These requirements are for
the process of signing up fa
a subscription. Covered by
O&M to service profile
interfaces. O&M is not
included in the architecture
5.9 Charging Partially [1-2770] [R1] When the appropriate No explicit interfaces or
compliant relationships and agreements are in place | mechanisms from the
between the access network provider, IPTV| charging FE to billing and
Service Provider and SPP, the IPTV Solutig other external systems are
shall support a mechanism for the SPP can| defined. IMS Service level
aggregate charging data with respect to usg charging is covered by
of the access network and/or IP connectivity existing IMS charging
services with charging data generated with | capabilities.
respect to usage of Platform Provider serviq
and the IPTV services of IPTV Service
Providers.
[2-2821] [R2] The IPTV Solution shall allow
for purchased Digital Media to be charged
alongside the regular billing activities for
IPTV services.
[2-2822] [R2] The IPTV Solution shall
support aggregation of charging information
of all services of a user independently of thg
end device and the access network over wh
the service is used.
5.10 Accessibility Compliant
5.11 Audience Compliant
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Measurement

5.12 Profiles

5.12.1 | User Profiles Compliant

5.12.2 | Network Compliant
Resources

5.13 Content Compliant
“Parental”
Control

5.14 Service Compliant
Portability

5.15 Session Compliant
Continuity

5.16 Home Network| Compliant

5.16.1 | Remote Access Compliant

5.17 Protocols and
Data Formats
5.17.1 | Content Compliant
Formats
5.17.2 | Transmission | Compliant
Protocols
5.17.3 | Control Partially [2-3171] [R2] The IPTV Solution shall No additional architectural
Protocols Compliant | provide a standardized mechanism to recoy components defined. The
content streams from transmission errors by inclusion of RET servers is
providing error recovery data in addition to | assumed as a part of the
the content stream, both for Scheduled Transport Processing
Content Services as well as CoD services. | Function.
[2-3172] [R2] The IPTV Solution shall
provide a standardized mechanism to recoy
content streams from transmission errors by
retransmission of the missing data, both for
Scheduled Content Services as well as Coll
services.
[2-3173] [R2] The mechanism for recovery
from transmission errors shall not affect
rendering of the content stream by ITFs tha
do not support such mechanisms.
5.17.4 | Content Compliant
Download
Protocols
5.17.5 | Metadata Compliant
5.17.6 | Digital Media | Compliant
Transfer
5.17.7 | Quality of Compliant
Service
5.18 Data Export Not [1-3270] [R1] The IPTV Service Provider No interface defined

Compliant | shall be able to export filtered content
metadata to a®party Content Guide
provider.

[1-3280] [R1] The IPTV Solution shall
support standard mechanisms to export
filtered subscription data excluding any
explicit reference to the actual user identity.

5.19 Managed
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Network
Specific Service
Requirements

5.19.1

Network
Resources

Compliant

5.20

Open Internet
Specific Service)
Requirements

Compliant

5.21

Hybrid Device
Requirements

Compliant

Platform
Requirements

6.1

Content
Delivery
Networks

Not
compliant

All the requirements.

No procedures have been
evaluated to determine how
these could work. No
determination has been
made if any additional
architectural components
are needed.

Table 6: Compliance to the Requirements
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Appendix B.  Proxy Description and GBA Single Sign-on (informative)

This section introduces single-sign on architectleined for IMS, and known as the Generic Boogstkechitecture (GBA)
[Ref 25], and the role the authentication proxy.

B.1 GBA Single Sign-on Architecture Description

Figure B-1 depicts the proposed GBA Single Sigraxarhitecture. This architecture capitalizes oneisting authentication
schemes that are deployed to register an ITF toghgork, and the shared secret between the ITfeartdin network
entities.

—
)  Secure Channel () Application
| Server

ITE |l Authentication | single

IAuthentication
Credentials

Figure B-1: GBA Single Sign-on Architecture

An ITF that desires to establish a secure chanitelam Application Server (AS) before accessingsberice must be able
to acquire a key to share with the AS for secuiimgommunication with that AS.

For that purpose, the ITF authenticates itself tausted node in the network dedicated for thappse. This is the role of the
GBA Single Sign-on function. Once successfully anticated with the GBA Single Sign-on function, th€& generates
locally a master key that it uses to generate dyeté be shared with the AS. The Single Sign-orpEEorms the same
procedure and generates the same master key. dbedoire used to generate the key shall be knowrettr'F and the

GBA Single Sign-on function, and is based on exgstandard mechanisms.

As previously stated, the master key generatedagnTF and the Single Sign-on node is used to géadne key to be shared
with the AS. In order to allow the ITF to share ate keys with the different ASs with whom it watd communicate, the
AS URI can be used in the generation of the shiaegdn combination with the master key.

Later on, when the ITF attempts to activate theiser mutual authentication is required with the. S8rver certificates can
be used by the ITF to authenticate the AS. Follgwirat, a secure channel can be established. @aceture channel is set
up, the user can be authenticated by the AS ubimghared key. The ITF uses the shared secrgtassword, and the AS
can fetch the same key from the GBA Single Sigritmction. Once mutual authentication is succesgfidincluded by the
AS, it can verify if the user is authorized for thervice. Obviously that step is skipped if the maliuthentication cannot be
established. Service authorization is based osahdce access information in the Subscriptiorfilero

Figure B-2 depicts a call flow illustrating the afleoprocedure:

1. The ITF authenticates itself with the GBA Singign-on function using the same credentials useda IMS
registration process

2. The ITF generates a master key locally and tnsgkey to generate separate keys for all ASs witbm it
desires to communicate.

3. The GBA Single Sign-on function performs the egsrocess.

4, The ITF establishes a secure channel with thegh& the AS’s public server certificate for tpatrpose.
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5. The AS fetches the shared key for that user tt@GBA Single Sign-on function.
6. The ITF then uses the shared key with the ABamssword to authenticate itself. The AS compére
received password with the one fetched from the &#gle Sign-on function.
7. Mutual authentication is now completed and digrgaexchange can start.
- IPTV .
ITE Authentlcgtlon User Slngle AS
Credentials : Sign-On
Profile
<Authenticate with node using same credentials used for Registration
2a. Generate Master Key 3a. Generate Master Key
2b. Generate AS key from 3b. Generate AS key from
master key master key

. Establish Secure channel with server using public certificates for server authentication

\V4

5. Fetch User Key shared with AS

6. ITF authenticates itself using the shared key with the AS as a password

7. Mutual authentication completed and signaling exchange can start

AVANVA
VoV

Figure B-2: GBA Single Sign-on call flow
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B.2 Authentication Proxy and Service Access in a multi-AS
Environment

The procedure presented in Figure B-2 shows tlaf$ must implement some specific procedures tadbeto capitalize
on the Single Sign-on procedure described abovis.igmot desirable since it implies that every a8st implement that
scheme. In order to alleviate the need for the ARatve to cope with that, a new node, the Authatitin Proxy node, is
introduced in the network. Figure B-3 depicts santarchitecture.

Within that architecture, the Authentication Pr@&P) plays the same role depicted by the AS inpifexious section. The
advantage of such an approach are numerous: ajplicervers don't need to do anything speciahat tegard, the ITF
establishes a single secure channel with the ARcandise that to communicate with any AS lateralinany application
server requiring such a scheme can be introductteinetwork without any changes to existing aetitre thus
simplifying network deployment. Note that the ARrsnsparent to the ITF since the AP obtains thead&ess through
DNS lookup.

AS1
Secure Channel
=

) —APR

Y o AS2
ITF
Authentication Single
Sign on ASnh

(Authentication
Credentials

Figure B-3: Authentication Proxy and GBA Single Sig-on Architecture
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Appendix C.  Content Delivery Network Architecture description (informative)

C.1 General Description: CDN Architecture Overview

The CDN (Content Delivery Network) is a fundameritedctionality in an IPTV CoD solution, since il@ls the
optimization of the network use through a distribatof the media servers in the physical networkl #he optimization of
the storage resources through a popularity-bassdbdition of the A/V content on the media servadiss usually results in
having popular A/V content massively distributedredia servers at the edge of the network (as elsg®ssible to the
customer) while less popular content are distridhate an reduced number of media servers.

The following definitions and assumptions are usél regard to the CDN architecture:
= The term Video File corresponds to the Media ofavimstored on a CDF in a defined format.

= The term Content is a generic naming used in thegmt document to designate a video movie. It does
represent the physical media itself (which is th@ed File). Content may be available in differentd&b File
formats.

= The term Cluster corresponds to a logical assaciaif one or more CDFs which share some resoustieh @s
location, storage capacity).

= The term Cluster Controller (CC) corresponds toftimetion in charge of the management of the resesiof
the Cluster.

= ACDNs a set of CDFs/CCs/CDNC.
= One CDF belongs to only one Cluster at a time (ister : n CDF)

= One CC isresponsible for the control of the CD$soaiated with the Cluster (1 CC : n CDF) (Thissitte
presume that CC function can not be redundant ppawe service resilience)

= Both Cluster and ITF could have a location attrwhich will allow calculating the ‘Network distaic
between the ITF and the Cluster. Other strategiaklalso be envisaged depending on the choiceitigo

= Video Files available to customers are not necégshstributed uniformly among the CDFs.
= A Video File may be present in some Clusters wélieent in others.

= AVideo File may be present in some CDFs withinweeg Cluster and absent in some other CDFs withen t
same Cluster.

= The ingestion and distribution of the Video Filesang the CDFs is not in the scope of the contriuti
However in some cases the distribution strategydymeéimic behaviour of content popularity can haveagor
impact on the choice of service and delivery setup.

= (CCs are managed by a CDNC (NB: This does not presbennumber of instances of CDNC function across
the CDN).

» The hierarchical relationship between CDNCs/ CGs@BF is shown in Figure C-1.
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P —— —————— IPTV
| CDNC: Content Delivery network Controller : Control

CC: Content Controller
CDF: Content Delivery Function |

Cluster #3

Optional CDNC relationship

Cluster #3

Figure C-1: Relationship between IPTVC/CDNC/CC/CDF
Two types of sessions are put in place to enaliiteat delivery to the user:

= The Service Setup Session, which is used to set@udiovisual service. It concerns the ITF, the
Authentication and session management, the IPT\rGlpthe CDNC, the CC and the CDF. This sessiadde
to the creation of a Content Delivery Session.

= The Content Delivery Session, which delivers thaiamérom the CDF to the ITF. This session involttess
ITF, the CC and the CDF. A Content Delivery Sesssoassociated to a single Service Setup SesEiis.
session is composed of :

0 A Content Delivery Session Control Plane: thiswldhe establishment of the Content Delivery
Session and the control its progress.

0 A Content Delivery Session Transfer Plane: thisvedl the delivery of the media to the ITF.

. Several Content Delivery Sessions can be created thhe same Service Setup Session (for instance in
order to take into account modifications in thersewf the session). We consider here that theage@oDelivery
Sessions happen sequentially in time. Each Cotelitery Session contributes to the delivery of thedia to the
ITF.
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Whenever the ITF or the CDF have to be re-sele@@ead for service continuity), this causes to dithla new Content
Delivery Session, If resource reservation is negtledervice session needs to be updated. Pldas¢a&ection 6.4.2 for
more information.

The IPTV Control, Authentication and session managyg and the CDNC can choose to stay informed thighContent
Delivery Session progress and major events. Theyxbange/teardown both sessions' parameters ainagyaccording to a
defined policy.

C.2 Role of the CDN in the CoD service

The CDN operations, regarding the service setugiGesire organized in three sequential steps:
= CDNC selection
= CC selection

= CDF selection

C.2.1 CDNC selection

Two strategies can be applied while choosing thélCB@epending on the popularity of the content.

= If the content has a rather stable popularity ctimgice of the CDNC can be performed directly bylf€VC, and
be considered as part of the Video file selectiep.sA stable popularity means the redistributibthe video files
across the CDN is performed on a daily basis. Bhike case of long, mainstream contents (e.g. espvin order
for the IPTVC to choose the CDNC it has to haveitlfiermation that the video file is within the CDNGstratum of
the CDN. This corresponds to the call flows show&eéction 6.4.1.

= If the content has a very dynamic popularity, theice of the CDNC is left to a selection processgumed across
the CDN. A dynamic popularity means that the cotgtane redistributed across the CDN on an hourdysh@s an
example). This is the case of short specializedects, like music videos and user generated cantelence, the
IPTVC does not need to keep up with all the filealtions, and does not choose the CDNC, It forwtrels
aforementioned parameters to a default CONC (fange) to trigger the decentralized selection pgse¢as shown
in Figure C-3). the right CDN controller's choicautd be based on:

o Video Content Selection Parameters
0 CDNC's organisation (Figure C-2 shows a few exampfesuch an organization)

o Search and discovery algorithms (e.g., peer-to-pigerithms, theme based, length based, etc.)

NOTE - it is required to have a mechanism to avoid @ leetween CDNC, in order to implement this option |

In both cases the choice of the target CDNC dependsset of parameters generated by the IPTV @itettsuch as:
= Applicable video files
= Access Network information

= |TF capabilities

Copyright 2011 © The Open IPTV Forum e.V.



Page 210 (236)

Hierarchy

Figure C-2: CDNC organization examples

The exchange between the CDN controllers is done
via the «Authentication and Session Management»

A

4 N\
CDN
Clsr?;\rgl Gl 4 Corft:r?):\ller 2
(default)
>4. Request Validation
>5. Video File Selection
6. Delivery Session Setup Request
v 6.1 Delivery Session Analysis (CDNC Selection)
> Repeat message 6.1 and
» 6.2 until target CDN
S . controller found. The
Redirection algorithm search algorithms must
out of scope 6.2. Delivery Session Setup Request implement mechanisms
» to avoid looping

Figure C-3: The decentralized CDN controller choiceoption
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C.2.2 CC selection

The chosen CDNC shall choose, depending on theneteas generated by the IPTV Control, the best@tue coordinate
the content delivery session. The most importardmater in that choice could be the location andehof the ITF.

C.2.3 CDF selection

The chosen CC would then select the most apprepfantent Delivery Function, within the clusten, é&nding the content
to the user. The most important parameter in thaice would be the availability of the applicabled, and the load on the
CDF's, visible only to the CC.

Once all the involved functions in the CDN are itiféed, the IPTV Control is informed of the successl forwards a
success message to the ITF, with the green lightdoeed to the next step.
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Appendix D.  IMS User Identities (informative)

This section provides a brief overview of IMS Ugdgntities and how they can be used within the rgaddPTV solution.
For more information refer to TS 23.228 [Ref 15].

The examples and description within this sectienkmased on IMS AKA authentication mechanisms diesdrin
Section 6.3.2.1. This authentication mechanismiregwne or more UICCs in the residential network.

The examples are not exhaustive.

D.1 Introduction

There are various identities that may be associaittda user of IP multimedia services describethanfollowing
subsection.

D.1.1 IMS Private User Identities - IMPI

Every user who wishes to participate in IMS-basgthmunications services must be associated witroongore IMS
Private User Identities (IMP1). An IMPI is assignied the home netwofloperator at the time of subscription to IMS based
services and used subsequently for Registratiothokization, Administration, and Accounting purpsse

The Private User Identity is stored in the homewoek operator's HSS as well as in a UICC (smartarovided by the
residential network operator to the subscriber,iambt accessible to the end user. In additisstacng the IMPI, the UICC
also contains the security credentials (long tezoret key) shared with the residential network afggrand necessary for
authentication.

The Private User Identity identifies the subscaptinot the user. It is not used for routing of 8i€ssages. The Private User
Identity is used to access, during Registratioa uber's IMS-related subscription information (éhg.security credentials
needed for authentication) stored within the HSS.

The IMPI is authenticated using the security créidésnstored in the UICC at the time of the registn (as well as during
re-registration and de-registration).

The registrar in the residential network, the S-ES@btains and stores the authenticated Private Idseatity upon
successful registration and deletes it when thedfe-registered. The authenticated IMPI can bd byehe S-CSCF to
obtain from the HSS a list of the subscribed-to I88vices, so that subsequent attempts to comntarmequiring these
services can be authorized.

D.1.2 IMS Public User Identities - IMPU

An IMS subscription may support multiple end us&ach end user must be associated with one or it8d?ublic User
Identities (IMPU) for the purpose of IMS-based commications with services or other users. Duringstegtion, at least one
IMPU is bound to the contact address (SIP URI doimtg the IP address) of the registering UE. Thistact address serves
as the point of contact for an end user associatithat IMPU for originating and terminating IMssions.

The IMPU takes the form of a SIP URI or a “Tel URThe residential network operator is responsibietie assignment of
Public User Identities. The assignment of a hunmemdlly username for a SIP URI depends on the piawing options
offered by the operator.

The assignment of IMPUs associated with an IMRhtdtiple end users is a matter for the owner ofshlescription, and
outside the scope of standardization.

2 In telecommunications, the term “home network'ersfto the network operator with whom a user hesbacription for
services.
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Public User Identities are not authenticated bynitsvork during IMS registration. Therefore, a conmicating end user is
not authenticated by the IMS network. This is notssue for typical mobile person-to-person comrmations services,
where there is usually a 1-to-1 relationship betwids® communicating end user and the holder oftihescription, and one
can assume that an authenticated subscriptiongsph authenticated end user, but such a relatpoahnot be assumed in
the general case (multiple end-users associatédavgingle subscription).

Public User Identities may be used to identifyaser's IMS profile within the HSS for example dgrimobile terminated
session set-up.

D.2 Relationship of IMS Private and Public User Identities

The relationship of Public User Identities to Ptéviser Identities, and the resulting relationshiifhn an IMS subscription is
shown in Figure D-1.

Public User
Identity-1
Private User
Identity-1 —\—
IMS __I Public User
Subscription /,— Identity-2
_L Private User
Identity-2 -
Public User
Identity-3

Figure D-1: Relationship of the Private User Idently and Public User Identities

A Public User Identity may be shared by multiples&e User Identities within the same IMS subsauipt

Hence, a particular Public User Identity may bewianeously registered from multiple UEs that ugteknt Private User
Identities and bound to different contact addresses

D.3 Relationship of IMS Service Profiles to IMPIs/IMPUs

An IMS Service Profile is a collection of servicedauser related data as defined in 3GPP TS 29ReB26]. It is possible
to identify the Public User Identities of a useronh linked to the same service profile and hasttact same service
configuration for each and every service (i.e.dsilliPublic User Identities).

The IMS service profile is defined and maintainedhe HSS and its scope is limited to IMS Core NekwSubsystem. A
Public User Identity is registered at a single SZESAIl Public User Identities of an IMS subscriptiare registered at the
same S-CSCF. The service profile is downloaded ftwarHSS to the S-CSCF. Only one service profitelmaassociated
with a Public User Identity at the S-CSCF at a gitiee. Multiple service profiles may be definedlie HSS for a
subscription. Each Public User Identity is assedatith one and only one service profile. Eachiserprofile is associated
with one or more Public User Identities.

The relationship for a shared Public User Idemtiith Private User Identities, and the resultin@tienship with service
profiles and IMS subscription, is depicted in FigD-2.
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Public User Service
Identity-1 Profile-1

Private User

Identity-1 —\—
Public User

IMS
Subscription

Service
Profile-2

Identity-2 —I_
_L Private User

Identity-2
Y Public User J
Identity-3

Figure D-2: Relationship of the Private User Identiy and Public User Identities to Service Profiles

All Service Profiles of a user shall be storedhe same HSS, even if the user has one or moredsRat®ic User Identities.

D.4 Identity Model Options in IMS-IPTV

To use IMS capabilities and allow personalizatibthe IPTV services and blending of IPTV and IM8viees, subscribers
must be assigned IMS public identities as per 3@ieiples and TS 23.228. [Ref 15]

Each IMS Public Identity associated with an IMS-VP3ubscription represents a user within the housefdis identity is
used when the user “logs on” to the ITF for perfiaad IPTV services using the specific IMPU assijteethem (i.e.,
registers with the IMS network). A user can haveertban one IMS Public Identity if they so choddew the user is
assigned one or more IMPU(s) is out of scope ofdstedization, but normally this is done by the onwiethe subscription
(e.g., head of household) in some manner.

Where multiple public identities are associatedhwih IMPI, one of these identities serves as auttgfablic identity and is
not associated with a member of the household.

At power-up the default public identity associatéth the IMPI is registered on successful authextion of the IMPI. Once
the default identity successfully registers in IM® service profile associated with the defawghiity is available to all
users within that IPTV subscription so long as teynot login with their own public identity. Inithcase their personal
profile takes over after they have successfullystegs their public identity in IMS.

The ISIM, or IMS Subscription Identity Module, caitis the collection of parameters that are usedder identification
(IMPUs), user authentication (long-term secret &egred between ISIM and home IMS network) and teasmi
configuration.

One ISIM application will host one IMPI and at leage IMPU.
There can be several ISIMs on one UICC, and thayatso co-exist with other SIMs and USIMs
Multiple options are available for
= the number of IMPIs to be deployed within a houslel h
= the number of IMS-IPTV subscriptions,
= how the public identities should be associated thiehIMPIs and the IMS-IPTV subscriptions.
These options depend on a number of factors, imaud
= the deployment scenario,

= the level of desired privacy and security withihnausehold,

the billing needs for the household,

= the number of devices in the household,
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= the roaming needs of various members in the holgeho
The following sub-sections describe the main fesgtf these options, including the pros and cons,

For the illustration of the options, it is assuntieat members in a household are a mom, a dad sod. &Note that even
though in the following sections the term UICC &d, the ISIM could as well be running in a sofeveontainer.

Option 1: Shared UICC for the entire household

In this option, all household members share a sibldCC. There are several sub-options in this optio

Option 1.1: All IMPUs are associated with a single IMPI

This is depicted in Figure D-3 below. In this syftion, all IMPUs are associated with the same IMPthere would be also
a single IMS IPTV subscription for the entire hduslel.

QvPUD Dad

QP2 Mom
Gy sun ——Cupin>~

AuPUD Son

@ Default

Figure D-3: All IMPUs associated with a single IMPI

Pros:

= No need to change UICC when a household membesvwamnégister. Hence from a usability point of view
this is quite convenient

Cons:

= Any member of the household can use any one dMPR&Js at the time of registration, unless applizati
support is provided that allows a particular usdogin to the OITF prior to performing IMS registion using
a particular IMPU

Given that this option requires means to prevesttitly theft, it is more appropriate for a depl@mhthat includes an IMS
gateway (IG) that can house such an applicationttad)ICC, provided that the LAN in the house iswse so that
passwords cannot be stolen while being transfdroed an OITF to the gateway.

Option 1.2: Each IMPU is associated with a DifferenlMPI

This is depicted in Figure D-4 below. In this syftion, each member in the household will have tedéfit IMPI. A UICC
(or its software equivalent) hosts multiple ISIMpéipations, each one associated with one IMPI.

(e QPUD Dad
G Cwpi2) PuD Mom
@ @ Son

Figure D-4: 1:1 IMPU-IMPI relationship
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Pros:
* No need to change UICC when a household membeswamnégister.

» Identity theft is not possible as each user hasdiwidually “unlock” his ISIM application

Cons:

e The UICC will have to incorporate multiple ISIM djgations, one for each IMPI. This is not commoddy as
operators are accustomed to have a single applicati a UICC. UICC vendors will have to supporameto
allow a user to select the ISIM he wants (pin ukilog or password)

Option 1.3: Hybrid of Options 1.1 & 1.2

This is depicted in Figure D-5 below. This sub-optessentially includes some household membersanhassociated with
one IMPI, while others who are associated withpasate IMPI

CIMPIL (MPUD Dad

(o> Qwpi2) QPuD) Mom
@ Son

Default

Figure D-5: Mixed IMPU-IMPI relationships

If the ISIM application including IMPI2 is selectdioen the default public identity will be the omelte registered by default
at power-up. Following that, the son or the mom 84S register their identities if they want to edée personalized service.
If the ISIM application including IMPI1 is selecteithen the dad’s public identity (IMPUL) will begistered by default.

Option 1.4: Household equipped with multiple OITFs.

If there are multiple OITFs in the house, and tabda the entire household to share a single Ul8&h the household
requires an IMS gateway (IG) for that purpose. Aousehold member can access the gateway from Ary. O

Option 2: Multiple UICCs in the household with Sirgle OITFE

In this option, each household member has a sepdt&C (or its software equivalent). The househmn&mber can share
the same IMS IPTV subscription or they can havieddht subscriptions.

o

Dad
on

Figure D-6: Multiple UICCs
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Pros:

» Complete privacy (no potential for any sharing)
» Aligned with today’s usage of UICC (one ISIM appliion per UICC)

Flexible 1ISIM swapping between devices since ewsgr has his own UICC.

Cons:

Re-usability issues when it comes to device sharrgghousehold since
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Appendix E.  Resource and Admission Control for multicast(informative)

This Appendix gives a more detailed descriptiothef Resource and Admission Control Transport aeddlation with
Multicast Delivery Function for an xXDSL access nettkv It also gives more detailed information flofes multicast service
support and QoS issues.

The solution described in this Appendix is purelpdtional. All the examples refer to xDSL.. The cepts described here,
or similar ones, can be applied to other acce$mtdagies, but these are not described here fosake of brevity.

E.1 Transport and Multicast Delivery Function description

The Network Operator’'s Transport and Multicast ety for multicast services support is typicallyngqmosed by the
following entities (as shown in the following pict):

= Transport Access Node (e.g. DSLAM): the access node

= Transport Remote Node (e.g. IP Edge or Feedernahgork element that resides at the boundary ketwe
core networks and access networks.

= Aggregation: the network which interconnects thariBport Access Node to the Transport Remote Nbde; t
aggregation network between the Transport AccesteNand the Transport Remote Node could include
intermediate nodes which can be layer 2 or layeased, depending on the Transport Access Node itiEipab
A simplified configuration, including just Transpdccess Node and Transport Remote Node, is usedfter
for the description of the resource reservatiomades; however, this can be extended to more cexnpl
aggregation network configurations.

Aggregation Network

] Network

Transport
Remote
Node

N multicast
stream

Transport
Access
Node

L Transport and Multicast Delivery _\ Note: N <M

|~.. —‘

Figure E-1: Components of the Transport delivery navork

Note that not every multicast channel is usualBspnt at Transport Access Node (e.g. DSLAM), aachtimber of
multicast streams that arrive at the Transport Asdéode varies dynamically. Moreover, the netwedources connecting
the Transport Access Node to the Transport RemotieNAggregation or Metro Network) are limited, andser could try
to request a channel that at the moment is naadyrpresent at the Transport Access Node.

In a Layer 3 aggregation network, during multicztsinnel selection, the Transport Access Node tatesnGMP messages
sent from the user (IGMP messages relating teadinéent delivery Session) and sends new IGMP or lRBdsages to its
neighbour nodes, the Transport Remote Node.
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In a Layer 2 aggregation network, during multicgsinnel selection, the Transport Access Node snibepd&sMP messages
sent from the user and forwards them upstream tisvhie Transport Remote Node.

In the following examples and call flows a layeFransport Access Node using PIM for multicast siigmais considered,
but the examples can easily be extended to otlptoglments.

With the context of this annex, it is assumed thate are no intermediate L2 or L3 nodes betweel thnsport Access
node and the Transport Remote Node. This is a Biogtlon that will be removed in subsequent remis of this Annex.

When the ITF wishes to join a multicast channehwiifferent QoS requirements (e.g. zapping fronba®@a HD channel)
or if the stream for the new channel requestedigpresent in the Transport Access Node, in orguarantee the needed
bandwidth for the channel, an interaction betwédenTransport and Multicast Delivery Function andssion Control
entities is needed.

In particular at least 4 cases can be considered:

[1] If the stream of the channel requested by theigsdready received by the Transport Access Nouie tlze
authorized bandwidth in the last mile will not beceeded by the addition of the bandwidth requigthe channel
to be viewed, the Transport Access Node termirta$GMP join request, and streams the channdldaser;

[2] if the stream of the channel requested by theigsdready received by the Transport Access Nodiethe addition
of the bandwidth required by the channel to be e@wxceeds the authorized bandwidth in the las, rail
interaction between the Transport Access Node airdigsion Control entities is needed, to verify tthatre is
enough bandwidth in the last mile and that it atites its use;

[3] if the stream of the channel requested by theiaset received by the Transport Access Node, hadutithorized
bandwidth in the last mile will not be exceededly addition of bandwidth required by the chanoddé viewed, the
Transport Access Node sends a PIM request to tesport Remote Node to replicate the multicasastr the
Transport Access Node, if enough bandwidth is abé! in the aggregate network. The Transport Ackieste in
turn streams the channel to the user

[4] if the stream of the channel requested by theiaset received by the Transport Access Node thacddition of
the bandwidth required by the channel to be viewi#idexceed the authorized bandwidth in the lademi

. an interaction between the Transport Access NodeAaimission Control entities is needed, to see if
the required bandwidth can be made available itatbtemile;

. If this is possible, then

= The Transport Access Node sends a PIM requesetdrdmsport Remote Node to replicate the multisisam
to the Transport Access Node, if enough bandwgl#ivailable in the aggregate network. The Transporess
Node in turn streams the channel to the user

Section 5.4.1 describes the Resource and Admigzoitrol (RAC) and Transport Processing Functiomefional entities.

In the examples below, both the Transport AccesseNnd the Transport Remote Node comprise BTF, RSHEFA-RACF,
but other deployments are allowed. The A-RACF & Thansport Access Node performs admission cofdrdhe access
segment, while the A-RACF in the Transport Remaobel®&lperforms admission control for the aggregategment.

The following section details some of the call floslated to the 4 cases considered above.
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E.2

A-RACH A-RACF
RCEF RCEF
| |
ITF BTF BTF
Transport Transport
| | Access | | Remote
Node Node
access

aggregation

Figure E-2: Distribution of RAC functions between he various Transport nodes

ITF — Transport and Multicast Delivery call flow

In this section, a detailed information flow is peated, showing the interaction between ITF, Trarignd Multicast
Delivery and Admission Control functional entities.

The assumptions behind these scenarios are:

The content to be accessed is not present in #uesport Access Node, but only in the Transport RerNode,
and the authorized bandwidth in the last mile élexceeded by the addition of the channel to beed
(case 4 considered in the previous section);

The channel requested by the user is already reddiy Transport Access Node and the authorizedviddtid
in the last mile does is exceeded by the adddfdhe channel to be viewed ( case 2 considerdueiprevious
section);

Access Control List are pre-provisioned in the Braort Access Node to authorize the user request;

The association between channels (or group of aianand the bandwidth that they require is presgioned
in the Transport Access Node;

BTF + RCEF + Admission Control Function are predsoth in Transport Access Node and in the Transport
Remote Node.

There are no intermediate nodes between the Tretn&poess Node and Transport Remote Node

Other deployment configurations can be foreseemjedisas a more dynamic approach, based on a lgrizbibween the
service authorization and the flow authorizatiohe3e cases are not covered in the following fldws$.can be easily derived

from them.
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E.2.1 Channel requested is not present in the Transport Access Node and the
authorized bandwidth in the last mile will not be exceeded (case 3)

Transport Access Node (e.g. DSLAM) Transport Remote Node (e.g. IP Edge or Feeder)
e
i | :
ITF i BTF 1 RCEF 1 A-RACF1 |, ' BTF RCEF 2 A-RACF 2 |,
1
! ! l
I e R O B !
1. IGMP JOIN
—_—>

2. Trigger ACL check
3. Request for HD channel
while in SD

4. Request for CAC

_ >
5. Request for CAC
-_

6. Adm Citl

7. Policies Installation
—

8. Policies

2. OK

10. PIM JOIN

[

g Request for Policies
—_—

12. Request for Policies
—_— >

13. CAC &
create policies

%4. Policies Installation

15. Policies
enforced
16. OK |
4—
17. Flow replication towards the Transport Access Node
I |
18. Flow replication towards the user
Figure E-3: Call flow for case 3
The description of the steps is the following
1. The ITF requests an HD channel via IGMP Join
2. The IGMP message triggers the BTF in the Trargparess to authorize the request with the RCHiere the
pre-provisioned ACL are stored
3. Since the requested channel requires more bdttdtiian the channel currently authorized, call iadion

control (CAC) is needed
4, The BTF requests CAC towards the RCEF
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5. The RCEF builds an admission control requestsamdis it to the A-RACF to obtain the authorization the
network resources (previous service authorizatweers made by IMS session)

6. The A-RACF in the Transport Access Node perfoathsission control on the access network and dethe
traffic policies to be installed in the RCEF

7. The A-RACF sends the traffic policies to the FECE

8. The RCEF enforces the traffic policies.

9. The RCEF answers positively to the BTF request

10. The BTF in the Transport Access Node sendd/jéth to the BTF in the Transport Remote Nodehéoadded
to the multicast tree (PIM protocol is used to tailshared multicast distribution tree)

11. The BTF requests the needed policies from tBER
12. The RCEF forwards the request to the A-RACF

13. The A-RACF in the Transport Remote Node buitasrequired traffic policies to be installed iR tRCEF. It is
assumed as well that there is enough bandwidtheimggregate network to send the stream to thespoan
Access Node (14) The A-RACF sends the traffic pedido the RCEF

15. The RCEF enforces the traffic policies
16. The RCEF answers positively to the BTF request
17. The BTF in the Transport Remote Node startepticate the flow towards the Transport AccesséNod

18. The BTF in the Transport Access Node replictitedlow towards the User

E.2.2 Channel requested is present in the Transport Access Node and the

authorized bandwidth in the last mile will be exceeded (case 2)

In this scenario the channel requested by theissdready received by Transport Access Node; tadport Access Node
terminates the IGMP, verifies that there is enobighdwidth in the last mile, and streams the chatonile user.

Steps 1 to 9 and step 18 from the figure for caiseSkection E.2.1 applies.

E.3 Linear TV and CoD unified view for reservation on Access
segment

In this section, an example of information flowpi®vided to illustrate how an unified Linear TV a@dD Admission
Control works with the architectural solution deised in this Appendix.

The examples have the following assumptions:
* Linear TV and CoD service share the same transpsaurce in the last mile segment
* Linear TV and CoD service have different transpesburces in the Aggregation segment

* The Linear TV channel requested by the user isdireeceived by Transport Access Node (thus Adonissi
Control for resources does not need to be perfoim#te aggregation segment) but the bandwidthénast mile
doesn’t match the one needed by the channel téeleedl The following functional elements are invadv(see
Figure below):

 A-RACF 1 is an A-RACF deployed in the Transport s Node.. A-RACF 1 performs Admission Controltfor
last mile segment for Linear TV only.

* RCEF 1 is deployed in the Transport Access Node
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« BTF 1is deployed in the Transport Access Node
* RCEF 2 is deployed in the Transport Remote Node
« BTF 2 is deployed in the Transport Remote Node

* A-RACF 0is an A-RACF performing Admission Contfol CoD in the Aggregation Segment and in the fhaigt
segment. It is further handling Admission Conti Einear TV in the last mile segment through datétg an
Admission Control budget to A-RACF 1. A-RACF 0 isrtte aware of resource reservations in both the
Aggregation and last mile segments.

ASM (Authentication and
Session Management)

i SPDF |
i | e
| Admission A-RACE 0 |
| Control/ = !
. |A-RACF_1 |
N b 1 ______________________________________ '
RCEF 1 RCEF 2
| |
ITF BTF_1 BTF_2
Transport Transport
| | Access ;  Remote
! ' Node ! ' Node

access aggregation

Figure E-4: Functions needed for a unified treatmenof resource and admission control across accessdaggregation
networks

The Information flow for delivering both Linear Tahd CoD comprises 3 phases:
1. Linear TV Session Initiation
2. CoD Session request and delivery

3. Linear TV delivery
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E.3.1 Linear TV Session Initiation
In this phase, after receiving the user requeshdanission control budget is installed in A-RACHRof. Linear TV.

1 1
1 1
1 1
1 1
OITF il BTF_1 RCEF_1 A-RACF_1l[ BTF 2 RCEF_2 || A-RACF O|| SPDF ASM
l i
1 1

1. Linear TV Session Initiation Request (Gm — SIP INVITE)

| -
;. Reservation Request

(Gg' — DIAMETER AAR)

§. Reservation Request

(Rq — DIAMETER AAR)

4. Linear TV Admission
Control Delegation

5. Bulk Offering Request (Rr — DIAMETER AAR)

6. Install Linear TV
Admission Budget

7. Bulk Offering Answer (Rr — DIAMETER AAA)
" 8. Reservation Answer
—

(Rg — DIAMETER AAA)
9. Reservation Answer
—_—>

(G’ — DIAMETER AAA)

30. Linear TV Session Initiation Answer (Gm — SIP 200 OK)

Figure E-5: Admission control for Linear TV

1. The user requests access to Linear TV

2-3. Reservation request

4-7.  A-RACF_0 installs a bandwidth budget in A-RACF
8-9. Reservation answers

10. Answer to the user request

E.3.2 CoD Session request and delivery

In this phase, a CoD request is received and A-RAG#oes not have sufficient resources to fulfid tequest in the last
mile segment. It asks the A-RACF_1 for the needsturces which can be done by reducing its Lin&abddget provided
that the bandwidth currently consumed by lineari§ Yelow the admission control budget.
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1 1
1 1
1 1
1 1
OITF 1| BTF_1 RCEF 1 A-RACF_1ji[ BTF 2 RCEF_2 || A-RACF_0|| SPDF ASM
: 1 !
1 1

1. VoD Session Initiation Request (Gm — SIP INVITE)

| -
;. Reservation Request

(Gg’ - DIAMETER AAR)

i. Reservation Request

(Rq - DIAMETER AAR)

4. VoD Admission
Control On Access and
Aggregation — More
Resources Needed

_5. Bulk Reduce Request (Rr — DIAMETER AAR)

6. Reduce VoD
Admission Budget

7. Bulk Reduce Answer (Rr — DIAMETER AAA)

§. Policies Installation

(Re — DIAMETER AAR)

9. Policies
Enforcement

10. Answer

- . (Re — DIAMETER AAA)
‘11. Policies Installation (Re — DIAMETER AAR)

12. Policies
Enforcement

13. Answer (Re — DIAMETER AAA)

n

" | 14. Reservation Answer
_ 5

(Rg — DIAMETER AAA)
15. Reservation Answer
—_—

(G’ — DIAMETER AAA)

36. VoD Session Initiation Answer (Gm — SIP 200 OK)

Figure E-6: Resource and admission control for VoD

1. The user requests access to CoD. A session igjupst is propagated in the control plane.
2-3. A Reservation Request is sent to the A-RACF_0

4-7.  A-RACF_0 requests the needed bandwidth froRACF_1. These steps are optional and depend on the
capabilities of the A-RACF_0.

8-13. Policies related to the new linear TV budg® the unicast flow are installed, as appropriatthe RCEFs
14-15. Reservation answers

16. Answer to user request
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E.3.3

Linear TV delivery

In this phase the user accesses Linear TV anditrigiew a channel that requests a higher bandwAHRACF_1 has
finished its Linear TV budget and asks for an iaseeto A-RACF_O.

OITF

1 1
1 1
1 1
1 1
H BTF_1 RCEF_1 A-RACF_1 1 BTF_2 RCEF_2 [}| A-RACF_0 SPDF ASM
i i
1 1

1. Linear TV Bequest

(IGMP JOIN)

2. Trigger
ACL Check

3. Request for HD
Channel while in SD

4. Request for CAC
—_ )
5. Request for CAC
—_—)

6. More resources
needed

7. Bulk Increase Request (Rr — DIAMETER AAR)

8. Linear TV Admission
Control Delegation

9. Bulk Increase Answer (Rr — DIAMETER AAA)

10. Derivation of
traffic policies

11. Policies Installation
—

12. Policies
Enforcement

13. Answer

EREEEEEEEE)

4-5.
6-9.
10-12.
13.

Figure E-7: Resource and admission control for linar TV with higher bandwidth requirement
User requests channel via IGMP
The IGMP message triggers the check of the ACauthorize the request

Since the requested channel requires more bdtidtiian the channel currently accessed, CAC idetkécall
admission control)

CAC Request

Bandwidth not sufficient: request to A-RACHaoD bandwidth increase

Installation of Policies.

Answer and Linear TV flow delivery
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Appendix F.  Audience Research Data model (informative)

Figure F- 1 provides a generic example of the daidel for Audience Research, with examples of agessible applicable
values for the data types:

AR Data

User Id

| 0. 0..1 | o
| Service interaction data

| Service access data ‘ | Trick play data ‘

& o

& o

(g 0..n

Serviee access record

Trick play record

Service interaction record

\ serviceType

targeiContentld
accessBeginTime
accessEndTime

operationType
targetContentld
operationBeginTime
operationEndTime

actionType —
targetContentld
actionBeginTime
actionEndTime

terminalType
accessLocation

<l> 0.1 <g 0..n

$ Extensions (TBD) | Extensions (TBD) ‘
Y

0..n
Extensions (TBD) \

Figure F-1: AR Data Model with possible values
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Appendix G.  Remote Access in the Managed Model (informative)

Remote Access (RA) allows a user to remotely, uaitiPnP RA client device, access other DLNA devionesresidential
network for the purpose of content downloadingpaging, or content streaming. To achieve this, Bl V&established
between the remote device and the IG. This allewshie secure transfer of information between #meate device and the
entry point into the residential network.

G.1 Architecture

Figure G.1 shows the additional components requirgde IG to accommodate the remote access feathese
components are:

Remote Access Discovery Agent (RADA)The remote access discovery agent manages tN&Dkvice discovery
procedure between the remote device and DLNA dsvitéhe residential network. The RADA maps toftiiowing
functional components in the UPnP RA architectR&DA Sync, RADASync CP, Inbound Connection ConfRADA
Listener/Relay and RADA Config) [Ref 55]

Remote Access Transport Agent (RATA)The remote access transport agent is used dilminkey exchanges for setting
up IPSec-based security over the IMS tunnel betwieememote device and the residential network. HA& A maps to the
following functional components in the UPnP RA atetture (RA Transport Agent, RATA Config) [Ref 55]

Remote Access for establishing IMS tunnel (RA-IMS) This handles the IMS procedures for sessiorpsetodification
and termination (including the QoS aspects) betwhkememote device and the residential network.

RA QoS Coordinator: Thismaps the procedures between the DLNA QoS and tis&QMS to coordinate the QoS on the

IMS side with that on the UPnP side to ensure erelrid QoS between the UPnP RA-enabled device iretidential
network and the remote device.
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HNI-INI
OITF P Wi '} B ! UNIT-19
| User Profile Management | UNIP-1 UNIP-2
| Performance M onitor CIientl UNIT-18
Stream Session Management UNIS-11
and Contrd UNIS-13, UNIS-14
| Stream Transmitter/R eceiver | UNTT-17
| Codecs H Decrypt |
UNIS-CSP-T
| CSP |
| DAE | UNIS-6
| IPTV Service Discovery | UNS-15, UNIS-19
| Metadata CG Client | UNIS-7
UNRMS
| Remote Management client |
1 OITF Embedded Applicaion |
fffffffff o HNI-AMNI
—| i DINA 1P Content | IG IG-OITF Server
| Functions » + Download ! F
................... X UNIS-8, UNIS-9
g > HNI-IGI | Network Discovery |
: Internal Storage
1 System ! Auth /Session Man. UNI-RMS
VeerozIzziiIict Client/Server
: Device :
' Management ‘ | RMS2 |
""""" P
TCP/IP i DNACTD s
T | RA QoS Coordinator |
| RATA | | RADA |
HNI-DM RA IMS
WAN Gateway (WG)
P e s UNI-RMS
s
UNIT-16
IGMP | Attachment ]I
Support
i3 | rAanwan
: UPnP ! Gateway
1 1

i ucmmMC  t
I )

Figure G.1 The additional components in the IG togpport the Remote Access feature
The device used for remote access and the targiteds) in the residential network SHALL be DLNA/OP compliant

devices. This implies that the remote device SHAleLequipped with a UPnP RA client, hence allowhgremote device
to be seen as just another DLNA/UPNP device frommother DLNA/UPNP devices in the residential nelyvand vice versa
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[Ref 55]. Normal DLNA device discovery will occbetween the remote device and the DLNA-enabledcés\in the
residential network. VPN enables these devicéglong to the same subnet, and all DLNA devicesbeaaccessed by the
remote device. However, it is beneficial to limitWA devices which can be accessed by the remotiegeV his requires a
new inter-working function in the IG to act as axy of the DLNA device discovery for the remote wev This function is
called the Remote Access Discovery Agent (RADA).

To establish the VPN between the remote devicelandiG, an IMS tunnel is first established betwderemote device and
the 1G. Following the successful establishmenteflitMS tunnel, the tunnel is secured using IPSet fR]. This allows
traffic transported through the tunnel to be entagp

To establish the IMS tunnel, a new function is iegglin the 1G. This function is called the Remaieess IMS client (RA
IMS). In addition, every IG in a residential netiw@upporting remote access SHALL be allocated aRUNhat can be used
by the remote device for the purpose of remotesscce

To secure the IMS tunnel using IPSec, a new funddaequired in the 1G. This function is calle@ tRemote Access
Transport Agent (RATA).

Finally, in order to map the DLNA QoS aspects tdIQoS procedures, and vice versa, in support of@end QoS, a new
functional element is required in the I1G for thigjpose. This element is called the Remote AcQesS coordinator.

Figure G-2 depicts the above architecture.

r Remote Device E
IMS GW
BAC
Bas
Discovery -
Agent BAD A Residential

’\F 4%( \ network

/ Secure Transnort Channel — \\

Control Point/ RATA [N Control Point
3

Device FA QoS Device

Coordinator

e IMS Signaling i
IMS UA|[®
A IMS
5 J p = 4

Legend:
DA i Descrlptl_un ! RA Discovery DCF associated
2 _antrml E\,-'entmgl — ; :
Discovery b aritation Synchronisation protocols

Figure G-2: Remote Access Architecture

Access Control Lists (ACL)

To ensure that only authorized users are allowedsacto a residential network, the remote accqdgapon server
maintains an access control list per IG. The AGtludes the list of authorized users and is cheekedy time an IMS
channel is established or modified. The ACL is ngeubby the residential network IPTV subscriptiomewusing normal
XCAP procedures.

Note that within the call flows, the remote accagplication server will be depicted as an IPTV Apgtion.
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Media Codecs

To ensure interoperability between remote peeraged; a number of media codecs SHALL be mandated.

G.2 Remote Access Procedures without Transcoders

The call flows in Figure G-3 and Figure G-4 depinet call sequences needed to establish a VPN tfomelmote access.

User Selects Remote Access Opiio”\‘v'TE
—_—> .

/_ | 2. Initial Resource Reservation |

3. INVITE
|
4. Verify ACL
5. Result
——
6. INVITE _
iti i e 7.200 OK
Initial Session le
Establishment 8.200 OK
——
9. Final Resource Reservation
" 10. 200 OK
11. ACK R
12.. ACK L 13, ACK

NG n
< Key Exchange Procedures to establish IPSEC Tunnel >
1=

Figure G-3: Remote Access - IMS session establishmie

The following is a brief description of the stepgHigureG-3:

1.

E

© ® N o O

The remote access client on the remote devige gDLNA-enabled mobile phone) initiates a SWITE to
the ASM.

The ASM performs an initial resource reservation
The ASM proxies the INVITE to the IPTV ContrdEF

The IPTV Control FE sends an access requekettPTV Application to verify if the originator &llowed to
access the residential network.

The positive response is received.

The IPTV Control FE sends a SIP INVITE to thevi@ the ASM (which is not shown for simplicity).
The IG accepts the session, and returns a 20@@e IPTV Control FE.

The IPTV Control FE forwards the 200 OK to th8M

The ASM performs the final resource reservation
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10.
11.
12.
13.

The ASM forwards the 200 OK to the remote devic
The remote device sends an ACK to the ASM

The ASM forwards the ACK to the IPTV Control.FE
The IPTV Control FE forwards the ACK to the IG.

Following that, the key exchanges can take plaastablish the IPSec encrypted channel. Once tBedRunnel is
established, the DLNA service discovery procedang, content selection and presentation, etc., cemro

The remaining steps are shown in Figure G-4.

i
< DLNA exchange for Service Discovery >
L for Service Discovery,
< DLNA exchange for control, eventing, etc. Presentation, >

14. Re-INVITE

/ l 15. Initial Resource Modification l

16. Re- INVITE

17. Verify ACL
18. Result

19. Re- INVITE
Session L 20. 200 OK
Modification

¢ 21. 200 OK
22. Final resource Modification
23. 200 OK
24.. ACK |
K 25.. ACK
e
26. ACK

&
<«

a

Figure G-4: Remote Access - IMS session modificatidbased on e2e QoS

The following is a brief description of the remaigisteps shown in Figure G-4:

1.

P

© ® N o O

Once the previous steps are completed, the eedestice performs session modification, if neededandle the
new QoS for the session. For that purpose, thetee®vice issues a re-INVITE to the ASM,

The ASM performs an initial resource modificatio
The ASM proxies the re-INVITE to the IPTV CortkE

The IPTV Control FE sends an access requebettPiTV Application to verify if the originator &llowed to
access the residential network.

The response is received.

The IPTV Control FE sends a SIP re-INVITE to tBevia the ASM (which is not shown for simplicity)
The IG accepts the session, and returns a 20 @€ IPTV Control FE

The IPTV Control FE forwards the 200 OK to th8M.

The ASM performs the final resource modification
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10. The ASM forwards the 200 OK to the remote devic
11. The remote device sends an ACK to the ASM

12. The ASM forwards the ACK to the IPTV Control.FE
13. The IPTV Control FE forwards the ACK to the IG.

Following that, the streaming session can commence.

G.3 Policies for ACL

ACL policies are configured in the IPTV remote a&xapplication server using XCAP.

G.3.1 Provisioning of Policies from the OITF (IMS)

In an IMS environment, XCAP procedures are involtedctly from the OITF to provision the ACL polige

G.3.2 Provisioning of Policies from the OITF (DAE)

Figure G-5 shows a call sequence for a DAE-based pdlicy provisioning.

1. HTTP PUT (Policies, other info)

>
»

2. XCAP PUT (Policies, other info)

<
<

3. HTTP 200 OK ()

>
»

4. HTTP 200 OK ()

Figure G-5: DAE-based Policy provisioning
The following is a brief description of the sequenc
The OITF issues an HTTP POST request to the IRpMication to upload the remote access ACL pekci

The IPTV Application issues an XCAP PUT requeghe IPTV Service Profile to store the neededcped
The IPTV Service Profile returns an HTTP 200 @Kponse to the IPTV Application.

P w0 D PF

The IPTV Application subsequently returns an IRT200 OK to the OITF.

G.4 Remote Access Procedures with Transcoders

Following the DLNA exchange for control, eventingresentation etc, via the VPN tunnel, and if #maaote device
determines that a transcoder is needed for theantiedisport, it initiates a new IMS session forriexlia transport via the
Transcoder functional entity in the provider(s)vmatk.
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G.4.1 Remote Access with network-based Transcoders

The call flows in Figure G-6 and Figure G-7 depiet call sequence to establish a VPN tunnel footeraccess when
transcoders are engaged in a pro-active manner.

IPTV IPTV DLNA device
[ RACS ] [ ASM ] [ Control ] [ Application ] [ Transcoder ] [ e ] [ DMS ]

1. User Select Remote Access
Option

Mobile
Phone

2. INVITE URL for IG

/— I 3. Initial Resource reservation for the VPN tunnel l
4. INVITE

5. Verify ACL

7. INVITE

Session establishment
for DLNA control

8.200 OK

9. 200 OK

I 10. Initial Resource Reservation

11. 200 OK

12. ACK

13.ACK 14. ACK .
\ v i 15, ACK
—_—

T

Key Exchange Procedures to establish IPSEC Tunnel

L
DLNA exchange for Service Discovery >

DLNA exchange for control, eventing, etc. Presentation,

b

Figure G-6: Remote Access - IMS session establishmevith transcoders (proactive mode)

The following is a brief description of the stepgHigure G-6:

1-2. The remote device initiates the remote acclsst, which initiates a SIP INVITE to the ASM.

3. The ASM performs the resource reservation fer@hNA control path.
4, The ASM proxies the INVITE to the IPTV ContrdEF
5. The IPTV Control FE sends an access requebettPiTV Application to verify if the originator &llowed to

access the residential network.

6-7.  When a positive response is received, the IEd¥trol FE sends a SIP INVITE to the IG (via thEM which is
not shown here for simplicity).

8-9.  The IG accepts the session, and returns R0 the IPTV Control FE, which forwards the 208 @ the
ASM.

10. The ASM performs final resource reservation

11. The ASM forwards the 200 OK to the remote devic
12. The remote device sends an ACK to the ASM

13. The ASM forwards the ACK to the IPTV Control.FE
14. The IPTV Control FE forwards the ACK to the I1G

Following that, the key exchanges can take plaastablish the IPSec for DLNA control. Once thedP& established
the DLNA service discovery procedure, and contetgction and presentation, etc., can occur.
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The remaining steps are shown in Figure G-7.
| yh?r?: | [ RACS ] [ ASM ] [ IIPTS\/e’cvoer:trol ] [ Ap;)ﬁ;\\/tion ] [ Transcoder ] [ IG ]
/‘ 15. INVITE URL of M eda of DLNA devices

l 16. Initial Resource Reservation
17. INVITE
18. Verify ACL
19. Result
20. INVITE
Reserve
resource
21. INVITE URL of DLNA devicg (IP#
S . of the device to establish an IPSEC)
ession 22. 200 OK
n «— =
establishment for
DLNA media stream
| 23.200OK (include address of
24.2000K || Transcoder (IP2))
25. Final Resource Reservation
26. 200 OK.
27. ACK 1§
— 2B ACK 20. ACK

o

lg OIPF media transport protocol. (RTSP/RTP or HTTP)

Figure G-7: Remote Access - IMS session modificatiavith transcoders (proactive mode)

The following is a brief description of the steps:

15. At this point, the remote device realizes them need for a transcoder. The remote devicessan INVITE to
the ASM.
16. The ASM performs a resource reservation foXhBA media.

17. The ASM proxies the INVITE to the IPTV Contiek.

18. The IPTV Control FE sends an access requékett® TV Application to verify if the originator &llowed to
access the residential network.

19. A positive response is received.

20. The IPTV Control FE sends a SIP INVITE to tremscoder device. The transcoder reserves thereequi
resources.

21. The transcoder sends a SIP INVITE to the 1& the ASM (not shown in the figure for simplicity)at includes
the IP address of the selected resource to behyst I1G for streaming.

22. The IG accepts the session, and returns a RO@ @e transcoder. The transcoder updates thedoaer
resources.

23. The transcoder forwards the 200 OK, includhmg I address to be used by the mobile devicerfeaming
purpose to the IPTV Control FE

24, The IPTV Control FE forwards the 200 OK to &@&M.
25. The ASM performs a final resource modification

26. The ASM forwards the 200 OK to the remote devic
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27. The remote device sends an ACK to the ASM

28. The ASM forwards the ACK to the IPTV Control .FE
29. The IPTV Control FE forwards the ACK to thensaoder
30. The transcoder forwards the ACK to the IG.

Following this, the media stream session can consmerhe key exchanges can take place to estahbshPBec
channel for the DLNA media. Once the IPSec chamnestablished, DLNA media transport procedureaaur.

G.4.2 Remote Access with DLNA Content Transformation device in the IMS

Gateway
In order to provider content transformation betwB&MNA devices and remote access devices (e.g. mpbibne), the IMS
gateway MAY implement the DLNA Content Transforroatidevices connected to the residential networkit&u
transformation may include transcoding, transratorgscaling of media.

The DLNA Content Transformations devices belonth®oDLNA Media Interoperability Unit (MUI) devicdass, which
support media interoperability between all DLNA HaNetwork Devices (HNDs) and all DLNA Mobile Handhdbevices
(MHDs), or DLNA device class, e.g. DMS, whighplements the DLNA virtual device functionality ander to support
content transformation for specific DLNA deviceBo( more information, please refer tb5 Content Transformation
Device Virtualization” and “7.6 Media InteroperahjlUnit (MIU)"of [Ref 2].

It should be noted that the DLNA Content Transfdioradevice may be implemented in any devices (A@) in the
residential network.

G.5 Remote Access in the Unmanaged Model

The IG is not used in unmanaged network deploymdittsrefore, functional elements which are requicednable remote
access, hamely the RATA and RADA, have to be latateghe WAN Gateway for that purpose.
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