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1. Scope (Informative)

The Open IPTV Forum has developed an end-to-endignlto allow any consumer end-device, compliarthe Open
IPTV Forum specifications, to access enriched adgnalized IPTV services either in a managedrmmamanaged
network.

To that end, the Open IPTV Forum focuses on stalimlag the user-to-network interface (UNI) both fomanaged and a
non-managed network, as depicted in Figure 1-1.

Open IPTV Forum Scope

* This diagram also assumes multiple Managed Networks
and multiple Service Platform Providers via Open Internet

Open IPTV Managed Network 3PP Content
common UNI B R Provider
TCI SPI e cPl
; ACC?SS Service Platform IPTV 4-0—.—
Provider Provider Provider
. SLA
SLA SLA -

>+ 2Qos, Multicast pecd
RS * Delivery of EPGand content binary

* E
The Forum shall UNI (User Network Interface "~< __* Authenication,( biling, etc)
ensure common ( ) n

UNI to support TCI (Transport and Control Interface) O - GM
services from SPI (Service Provider Interface) * Portal site Walled Garden (Consumer
Open Internet and IAI (Internet access Interface) generated
managed network Media)|

environment CPI (Content Provider Interface)

Figure 1-1 Open IPTV Forum scope

Throughout this document, the terms “Open Interaeti “Unmanaged Network” are used interchangeablsefer to the
ability to access any Service Provider using ange&s Network Provider without any quality of seeviuarantees.
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3. Terminology and Conventions (Normative)

3.1 Conventions

All sections and appendixes, except “Scope” antrdbiuction”, are normative, unless they are exgijiéghdicated to be
informative.

3.2 Definitions

Term Definition

Access Network The network infrastructure used by the Access Blienio deliver IPTV services to the Consumer.

The access network infrastructure (which may ineltite Internet) is used for the delivery of thetenoh
and may include quality of service management suenthat appropriate network resources are availab
for the delivery of the content.

Application Collection of assets and logic that together prexadservice to the User. Assets and logic mayeesid
either in an application Server or in the ITF ottho

Consumer domain The domain where the IPTV services are consumamhnSumer domain can consist of a single terminal
or a network of terminals and related devices éovise consumption.

Consumer Network The local area network in which the IPTV TerminahEtion is located. Consumer networks include
residential networks, hot spots, hotel networks etc

Consumer(s) See End User(s).

Content An instance of audio, video, audio-video informatior data.

Content Guide An on-screen guide to Scheduled Content and ConteBtemand, allowing a User to navigate, select,
and discover content by time, title, channel, geete

Content on Demand A Content on Demand service is a service whereeaas select the individual content items theytwar]

(CoD) to watch out of the list of available content. Qamgtion of the content is started on user request.

Content Protection Means to protect content from unauthorized usage as re-distribution, recording, playback, duplaa
etc

Content Provider Entity that provides Content and associated usgbésrto the IPTV Service Provider.

End User(s) The individual(s) (e.g., members of the same famillgo actually use the IPTV Services.

Internet The Internet is the worldwide, publicly accessibéwork of interconnected computer networks that

transmit data by packet switching using the stashétaternet Protocol (IP).

IPTV Service Provider Entity that offers IPTV Services and which has atractual relationship with the Subscriber.

IPTV Solution Defined by the Forum’s specifications.

IPTV Terminal Function | The functionality within the Consumer Network timtesponsible for terminating the media and cdntrp
(ITF) for an IPTV Service.

Local Storage Content storage within the administrative realnthef IPTV Service Provider, but not in their physica
environment (for example, local storage could Iparition of storage located in the residentialvoek
and allocated to the Service Provider to pre-loa®)C

nPVR Provision of PVR functionality whereby the contenstored in the Service Provider domain. The nPVR
allows a user to schedule recording of scheduleteod programs. The user can later select the gbnte
they want to watch from the recorded content.

Portal A function of a Service Platform that provides atrg point to individual IPTV Services to Users @a
GUI.

Program A segment of Scheduled Content with a defined beggand end.

Program Guide See Content Guide.
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Push CoD

A type of Content on Demand where the contentéslpaded to the ITF local storage by the Service
Provider. The user has no direct control of whattent is downloaded; however the Service Providay 1
make the choice based on user preferences and habiitent is available for direct consumptionrafte
user selection is confirmed.

Residential Network

Residential consumer network.

Scheduled Content

An IPTV service where the playout schedule is fikgdan entity other than the User. The content is
delivered to the user for immediate consumption.

Service

Content and applications provided by Service PiatfBroviders and Service Providers.

Service Access
Protection

Means to protect IPTV Services from unauthorizezbegaccess, such as
- Access from unauthorized users
- DOS attack

Service Platform
Provider

Entity which, based on a contractual relationshigihn WP TV Service Providers, provides the supporting
functions for the delivery of IPTV Services, sushcharging, access control and other functions hvaie
not part of the IPTV Service, but required for mging its delivery.

Service Protection

Means to protect contents (files or streams) dutsdelivery.

Session Portability

Ability of a given service/application to be swigthfrom one device to another for a continuatioa of
session in real time.

Subscriber

The individual that makes the contract (subscriptisith a Service Provider for the consumption of
certain services.

Subscriber Profile

Information associated with a subscription.

Trick Mode Facility to allow the User to control the playbasfkContent, such as pause, fast and slow playback,
reverse playback, instant access, replay, forwaddraverse skipping.

User Profile Information (e.g., viewing preferences) associatitl a specific User who is a part of a subscriptio

User(s) See End User(s).

3.3 Abbreviations

Abbreviation Definition
ADSL Asymmetric Digital Subscriber Line
AG Application Gateway
AKA Authentication and Key Agreement
AP Access Point and Authentication Proxy
API Application Programming Interface
A-RACF Access Resource Admission Control Function
AS Application Server
ASM Authentication and Session Management
AV Authentication Vector
ANV Audio and Video
BCG Broadband Content Guide defined by DVB
BTF Basic Transport Function
CAC Connectivity Admission Control
CAS Conditional Access System
cC Cluster Controller
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CD Content Delivery
CDC Connected Device Configuration
CDF Content Delivery Function
CDN Content Delivery Network
CDNC CDN Controller
CE Consumer Equipment
CG Content Guide
CK Ciphering Key
CoD Content on Demand
CPE Customer Premise Equipment
CPI Content Provider Interface
CSP Content and Service Protection
DAE Declarative Application Environment
DLNA Digital Living Network Alliance
DLNA DMS DLNA Digital Media Server
DLNA DMP DLNA Digital Media Player
DOS Denial of Service
DRM Digital Rights Management
DSCP DIFFServ Code Point
DTCP-IP Digital Transmission Content Protection over InggrRrotocol
DTT Digital Terrestrial Television
DVB-IP Digital Video Broadcasting Internet Protocol
ECMA European Computer Manufacturers Association, ECKt&rhational - European association for
standardizing information and communication systems
EPG Electronic Program Guide
FE Functional Entity
GBA Generic Bootstrapping Architecture
GENA General Event Notification Architecture
GPON Gigabit Ethernet Passive Optical Network
GUI Graphical User Interface
HD High Definition
HDMI High Definition Multimedia Interface
HLA High Level Architecture
HN Home Network
HSS Home Subscriber Server
HTTP Hypertext Transfer Protocol
1Al Internet Access Interface
IG IMS Gateway
IGMP Internet Group Management Protocol
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IMPI IMS Private User Identity

IMPU IMS Public User identity

IMS IP Multimedia Subsystem

IP Internet Protocol

IPTV Internet Protocol Television

ISIM IMS Subscriber Identity Module

ISP Internet Service Provider

ITF IPTV Terminal Function

M/C-U/C Multicast to Unicast

LAN Local Area Network

MAC Message Authentication Code

MDTF Multicast Data Terminating Function

MSRP Message Session Relay Protocol

NAT Network Address Translation

nPVR Network Personal Video Recorder

OIF Open IPTV Forum

OMA Open Mobile Alliance

OITF Open IPTV Terminal Function

PAE Procedural Application Environment

P2P Peer-to-Peer

PC Personal Computer

PIM Protocol Independent Multicast

PLMN Public Land Mobile Network

POTS Telephone Service

QoS Quality of Service

RAC Resource and Admission Control

RAND Random Challenge

RCEF Resource Control Enforcement Function

RTP Real Time Protocol

RTCP Real Time Control Protocol

RTSP Real Time Streaming Protocol

RMS Remote Management System

RUI Remote User Interface

SAA Service Access Authentication

SCART Syndicat des Constructeurs d'Appareils Radioréoeptt Téléviseurs

S-CSCF Serving Call Session Control Function

SD Standard Definition

SD&S DVB Service Discovery and Selection
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SDP Session Description Protocol

SLA Service Level Agreement

SIM Subscriber Identity Module

SIP Session Initiation Protocol

SMS Short Message Service

SP Service Provider

SPI Service Provider Interface

SPDF Service-based Policy Decision Function

SPP Service Platform Provider

SSO Single Sign-on

STB Set Top Box

TBD To Be Determined

TCI Transport and Control Interface

TCP/IP Transmission Control Protocol/Internet Protocol

UE User Entity

ul User Interface

uicC Universal Integrated Circuit Card

UNI User Network Interface

URI Uniform Resource Identifier

URL Uniform Resource Locator

USIM Universal Subscriber Identity Module

VoD Video on Demand

xDSL Any DSL

WLAN Wireless LAN

WG WAN Gateway

WAN Wide Area Network

XML eXtensible Markup Language

XHTML eXtensible Hypertext Markup Language
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4. Introduction (Informative)
4.1 IPTV Domains

The Open IPTV Forum recognizes the fact that theeevarious domains within the end-to-end IPTV gathain that have
different administrative control or ownership. Thtle Open IPTV Forum architecture supports theterce of multiple
entities with different regions of administrativentrol and ownership interests.

Ownership and administrative control are impactgd ariety of factors including the prevailing vagfory regimes,
competitive commercial environments, and the consiakstrategies of the entities involved. Ownepsdmd administrative
control may be considered arbitrary boundariesiwitlertain deployments.

The following domain framework although typical,edonot prevent all or some of these domains fromghender a single
administrative ownership and control.

The architecture recognizes the following domains:

1. Consumer Domain:the domain where the IPTV services are consumeashnSumer domain can consist of a single
terminal or a network of terminals and related desifor service consumption. The device may atsa imobile end device;
in this case, the delivery system of a network mrewis a wireless network. This domain is witHue tscope for the Open
IPTV Forum specifications.

2. Network Provider Domain: the domain connecting customers to platform andceproviders. The delivery system is
typically composed of access networks and coreaoklione networks, using a variety of network tetbgies. The delivery
network is transparent to the IPTV content, althotlgere may be timing and packet loss issues netdgalPTV content
streamed on IP. This domain is within the scopiefOpen IPTV Forum specifications.

3. Platform Provider Domain: the domain providing common services (e.g., ustireaication, charging etc.) to IPTV
Service Providers. Different types of service carptovided to a subscriber including IPTV servigesonalized
communication services, etc. This domain is withie scope for the Open IPTV Forum specifications.

4. IPTV Service Provider Domain:the domain providing IPTV services to the ConsuBb@main. In the context of
television services on IP, the IPTV Service Prov@eguires/licenses content from Content Provideds packages this into
a service. In this sense the IPTV Service Proviglaot transparent to the application and contaiorination flow. This
domain is within the scope of the Open IPTV Foryacification

5. Content Provider Domain: the domain that owns or is licensed to sell conberontent assets. Although the Service
Provider is the primary source for the Consumer Bioma direct logical information flow may be sgthetween Content
Provider and consumer device e.g. for rights mamage and protection. This domain is within the scopthe Open IPTV
Forum specifications, primarily for the aspect ofjaisition of content by the service provider. Sfieations related to the
content development processes of the content peoaict NOT considered in scope at this time.

4.2 The IPTV Value Chain

The Open IPTV Forum was established with the intersppecify common and open architectures for siimppla variety of
internet multimedia and IPTV services to retaildthsonsumer equipment. The two main servicesSamieeduled Content
services (the IP equivalent to conventional broad€®) and content on-demand content services. Bbthose services
follow the content value chain shown in Figure 4-1.
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Production Firms Content aggregators IPTV Service Providers Consumer Electronics firms
A J A J
Content Content Content Content
Production Aggregation Delivery Reconstitutio
7y 7y End User

’ ’ ‘ -

\
} |

|
i (] , Technical !
} II‘ —provides—| Value }

|
| |
| |
‘ |
‘ |
\

Technical Role

TV Production Linear TV Station Satellite/Terrestrial/IP Networks

Figure 4-1: Content Value Chain
The content value chain is composed of the follgwisles to provide Scheduled Content and CoD sesvic
» Content Production: producing and editing the dataatent (movies, drama series, sports eventss meports etc.)
» Content Aggregation: bundling content into catabffgrs and bouquets, ready for delivery
» Content Delivery: transporting the aggregated austt the consumer
* Content Reconstitution: converting the content enformat suitable for rendering on the end-usercge

Each role in the value chain has historically bleeand to a type of stakeholder or technical rolnt€nt Production, for
example, is linked to production firms and to theduction teams of TV stations.

IPTV technology introduces a set of technical migdifons to the content chain that mainly encompassntent
aggregation, delivery and reconstitution. The OV Forum aims at specifying the technology theltveérs those three
elements in the technical chain. The aforementi@petifications can be distinguished in two mairegaries:

 The Managed Model concerns access to and delivery of content sesvdelivered over an end-to-end managed
network.

» The Unmanaged Model concerns access to and delivery of content seswuielivered over an unmanaged network
(e.g., the Internet) without any quality of servgaearantees.

4.2.1 The Managed Model

The managed model deals with content servicesatelivover an end-to-end managed network. The esrccas access
content that is made available by the operator.dgezator plays the “Content Aggregation” and “GmitDelivery” roles:

« Content Provider: provides content and associatetdaata to be delivered via the managed operataorie It
provides the bundled content to the IPTV serviaigler through the Content Provider Interface (CRIxontent
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provider normally retains the rights to the audsondl content (movies, documentaries, TV programt.). It can
be a production company, or a distributor/vendor.

« IPTV Service Provider: is a content aggregator fiiepares the content provided by the content desvior
delivery by providing additional metadata, contentryption, advertising etc. The Service Proviaeeiface (SPI)
links the IPTV Service Provider to the Service folah Provider.

» Service Platform Provider: provides the means tarobthe access to the service prior to deliverthie end user.
The Service Platform Provider (SPP) might offeetacs enablers to enrich the IPTV services, sudhaaslling
charging information generation. The Transport @odtrol Interface (TCI) links the Service PlatfoRmovider to
the Network Provider

» Network Provider: provides transport resourcesifddivery of authorized content to the consumer giomit also
provides the communications between the consunreattoand the Service Platform Provider. The User to
Network Interface (UNI) links the Network Providerthe consumer domain.

In a typical Managed model, a stakeholder, such Bslecom Operator, plays the IPTV Service Proyi8ervice Platform
Provider and Network Provider roles, so that highlify services can be guaranteed to the end user.

Content Content Content Content
Production Aggregation Delivery Reconstitutio

Open IPTV Forum Scope

CP——p SPl—» TCH——>» UNI—Pﬂ
[
\

\
\
N

/
<_ IPTV Service  Service Platform Provider ~ Network Provider ~ End User 4

~

~~Provider e

TV Production o \\\\(\)\;{erator Managed Netwcark///,/
F77777777777777777777777777777777777777777777777‘
i |
CPI | [ ) ;
| |
} CPI: Content Provider Interface content transfer interfacejm-| }
I SPI: Service Platform Interface }
} TCI: Transport and Control Interface }
Production Firms i UNI: User to Network Interface Technical Role Technical Role|
o ’

End User content production

Figure 4-2: Managed Model technical roles and cont# transfer interfaces
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4.2.2 Unmanaged Model

The Unmanaged Model has the same set of techwies as that of the managed model (See Figure H48}he roles are
typically played by different stakeholders. Notatthroviding services of equivalent quality to taadfered by the managed
model cannot be easily guaranteed owing to ther@méack of quality of service guarantees in Ingrdelivery.

In an Unmanaged Model the relationship betweerStrgice Platform Provider and the Network Providarot necessarily
defined. The role of the Service Platform Provideuld be played by an Internet portal.

The Internet Access Interface (IAl) in the Unmardhyeodel replaces the TCI in the managed model.

Content Content Content Content
Production Aggregation Delivery Reconstitutio

Open IPTV Forum Scope

IPTV Service Service Platform Provider ~ Network Provider End User

Provider Open Model
TV Production

PI: Service Platform Interface

IAl: Internet Access Interface

|
|
|
|
|
| .
| CPI: Content Provider Interface Content transfer interfacel-
1S
Production Firms }
|
|

CPI UNI: User to Network Interface tochnical Role Technical Role

O o e e TR |

End User content production

Figure 4-3: Unmanaged Model technical roles and ceoent transfer interfaces
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5. High Level Architecture

This section describes the high level architectoréPTV delivered over both managed and unmanagédorks. To the
extent possible, the architecture will be commohdth cases. Where this is not the case, the diftars will be explicitly
highlighted.

The next generation IPTV network must enable sesstbat are distinctly superior to those offereatinyent IPTV systems.
This includes end-user experience, both in termssef friendliness, as well as personalizationyelsas advanced services
that adapt to individual usage and lifestyle. Hemgpropriate technologies must be deployed iexldle architecture that
can accommodate new trends and services in a tiiasjon.

The high level architecture, described in thisisectollows a top down approach.

5.1 Reference Points Identification

Figure 5-1 shows the UNI interface between the Gores Domain and the Network Provider, the Servie¢fém Provider
and the IPTV Service Provider (collectively call&tovider(s) Network”) domains, which is one aréat@mndardization
within this specification. Additional interfacestime network provider domain are also describetlimarchitecture. Future
releases of this architecture will provide addiibmaterial on interfaces to the content providet ather domains.

The UNI interface is expressed as several subfautes, each of which map to the various functiemities required to
provide the necessary support for the end-to-em¥ Ifervice. Reference points are assigned to ebittese sub-interfaces.
The notation used to identify the sub-interfacethefUNI, as well as a detailed description foitlal reference points, is
described later.
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Consumer Domain Provider(s) Network
User Profile ’ UNIP-1
Management

. . ~ UNIS-15, UNIS-19, UNIS-8
Service Discovery [* >
UNIS-7 |
Metadata ) g
, . UNIS-8, UNIS-9 R
Security 3
Content ___UNIS-CSP-T, UNIS-CSP-G  _
Protection
Session Mgmnt. | UNIS-8 ‘
(managed n/w) ) ]
Service Access |, UNIS-14 R
AuthN. (unmanaged)
; UNIS-6 |
DAE « >
j UNIS-12 ‘
PAE ) >
Device ; UNI-RMS A
Management

Transport Control |, UNIT-16, UNIT-17, UNIT-18,

and Delivery UNIS-11, UNIS-13, UNIT-19

Figure 5-1: Mapping Functional Entities to UNI Reference Points

This mapping is useful to verify compliance of #irehitecture against the requirements and to betaldocument the
various functionality supported by the various sulerfaces in order to fulfill the desired features

5.2 The Provider(s) Network Architecture

Figure 5-2 depicts the High Level Architecture (HLiar the Network Provider, the Service Platfornowder and the IPTV
Service Provider domains, both for the manageduamdanaged network models.
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Figure 5-2: High Level Architecture for managed andunmanaged networks
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The following sections describe the functional edets and reference points depicted in Figure 5-2.

5.2.1 Network Provider Functional Entities

The following is a brief description of the funatal entities depicted in Figure 5-2:

Service Access Authentication (Unmanaged Network Miel only): This functional entity is responsible for service
access protection and authentication of users.

Authentication and Session Management (Managed Netwk Model only): This functional entity is responsible for
the authentication of the user for service accest®gtion, as well as session management for thgopa of
coordinating and managing (service accessibilisgrg’ activities and for charging purposes. Te #nd, the
session management ensures that a user requassdovice is routed to the appropriate Applicaenver. This
entity has access to the IPTV service user profitegell as other user profile information (for exae
authentication data) in order to allows it to pemriats task.

Authentication Proxy (Managed Network Model only): This functional entity establishes a secure comoations
channel between a network provider’'s security donaaid the ITF. The Authentication Proxy terminatis
signaling and control traffic destined to functiamishin the control of the network provider, anthghates the need
for separate security associations with indivicuetiork elements hosting these functions.

GBA Single Sign-on:This functional entity allows Single Sign-on basedthe Generic Bootstrapping Architecture. It
is used in managed networks, but can also be nse&thhanaged networks when a UICC-based IMS autiaiuh
is available in the home

IPTV Service Provider Discovery provides information necessary for the ITF to sele@V Service Providers, in both
the managed and unmanaged models

IPTV Service Discovery:provides information about IPTV services offergdaln IPTV service provider, in both the
managed and unmanaged models

IPTV Control: This is the main control point for the IPTV sobrti It controls the delivery of IPTV services to
authorized users. In that regard, it inter-workthwiie Authentication and Session Management fanatientity,
which routes incoming/outgoing requests from thEMRControl to the appropriate destination. Thisitgrhas
access to the user IPTV service profiles as wetither user profiles information that is neededdbver
personalized user services. The IPTV Control geasreharging related information.

IPTV Metadata Control: This functional entity performs aggregation of thetadata coming from content providers or
third party sources. The IPTV Metadata Control isffeasic metadata related to services such aceatgscription,
the whole program guide, details related to ea@miefe.g. description of the film, actors, etcrpgyam listings and
their schedule, personalized Content Guide (CGs fumctional entity enables the user to seardtalier and
initiate immediate viewing or scheduled viewingfature programs and stored content.

IPTV Applications: These include IPTV related services or applicaligic such as CoD, Push CoD, Content
Download, Network PVR, and Messaging as well as Yeth/pull service. The function provides end usgetis
IPTV applications using the Declarative Applicatinvironment (DAE).

Provider Specific Applications: This function interacts with the Application Gatgwa the consumer domain in order
to download generic applications. Provider specifiplications run on the AG execution environmerte
download can be via push or pull mechanisifst IPTV, this function can provide end users vgthvider-specific
applications that run in the Procedural Applicatimvironment (PAE) which can manipulate media sh®and the
Content Guide.

Person-to-Person Communication Enablers (Managed Nsork Model only): These include interface to various
communication services, such as presence, chasagieg, caller ID notification, etc., for servicefding with
IPTV related services.

IPTV Service Profile: This functional entity holds the user’s profilatlis associated with the user’s IPTV subscription
with an IPTV Service Provider. This profile is calted by the IPTV Service Provider when the usquests an
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IPTV service. The profile can be updated by thEMEService Provider as well as by an authorized eset, if
allowed by the IPTV Service Provider.

User Database:The central database of user profiles, managetégervice Platform Provider. The nature of theég/m
vary between managed and unmanaged systems, atdi tyoically includes data that is not IPTV servegecific
such as authentication information, communicatelated information, etc.

The Content Delivery Network (CDN): This is a fundamental functionality in an IPTV CebBlution, since it allows
the optimization of the network use through a distion of the media servers in the physical nelyand the
optimization of the storage resources through alfaojpy-based distribution of the content on thediaeservers.
This results in having popular content massivesgriiuted on media servers at the edge of the mkt(as close as
possible to the customer) while less popular cdraemdistributed on a reduced number of mediaeservhe
Content Delivery Network contains three intelligeob functions:

«  Content Delivery Network Controller (CDNC): This functional entity performs clusteselection in the
CDN, based on the request issued by the IPTV Cbiunctional entity. Many instances of a CDN
controller may coexist in the same CDN. They magriact for the purpose of selecting the right @ust

» Cluster Controller (CC): This functional entity manages a set of Contenivi@ey Functions (a cluster of
CDFs).

= |tterminates IPTV service session setup

= |t handles content delivery session setup

= |t proxies all message exchanges between CDFshand F.

= |t maintains the state of the media servers (Caridefivery Functions)

« Content Delivery Function (CDF): This functional entity is responsible for mediagessing, delivery
and distribution, under the control of the ClusZentroller.

Multicast Content Delivery Function: This entity is responsible for delivery of contamd generic data to the OITF by
means of multicast, using multicast streams andrhiéicast data channel respectively. In the cdragneaming
case, this is the so-called head end. In the des it is the source of the multicast data channel.

Network Attachment: This functional entity includes the functions asated with provisioning of IP addresses,
network level user authentication and access n&taamnfiguration. For the unmanaged model, this fiomcis
provided by the user’s access network provider.

Transport Processing Function:This functional entity includes the functions negdo support real-time multicast and
unicast streams, optimizing network usage in thesigal network, and enforcing related traffic pa@icoming
from Resource and Admission Control.

Resource and Admission Control (Managed Network Moel only): In a managed network, Resource and Admission
Control provides policy control and resource reaton for the required transport resources, fohhoticast and
multicast delivery. In this capacity, it interagtgh the authentication and session managementitunat entity and
the Transport processing function.

Charging: This functional entity includes the charging metkms at the platform level available to all th@\P
Service Providers, for all the users managed bystrgice Platform Provider. The charging subsystetects
network and platform related events that can ler laged for billing and statistical analysis pugmsThe IPTV
service providers are free to build their own bilisystems that could be based on common charging$o be
completely independent (e.g. based on the CSP a%).0he IPTV service provider’s billing mechanisare out
of the scope of this specification.

! The term Cluster corresponds to a logical assoadiaif one or more "Content Delivery Functions" ethshare some
resources (such as location, storage capacity etc.)
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CSP-T: This functional entity handles service protectio @ontent protection for the CSP-T client in tH&® It is
used to enable the key management necessary terirapt service protection and content protection.

CSP-G: This functional entity handles service protectzom content protection for the Content and Servicdection
Gateway (CG) in the residential network. The solufior service and content protection is specdithe IPTV
service provider. Therefore, network reference {goéme not specified by this specification andrfiaiees are
defined by the IPTV Service Provider.

Remote Managementin a managed network, this entity provides the@ereside functionalities to remotely manage the
residential network devices, for both provisionargl assurance purposes: the functions providetesetia
configuration management (including firmware upgfadault management (including troubleshooting and
diagnostics), and performance monitoring.

5.2.2 Mapping between HLA and IPTV Domains (Informa tive)

Table 1 provides an informative mapping betweerfihetional entities depicted in the HLA and th&Pdomains as
defined in Section 4.1.

Functional Entity Domain assignment

Network Attachment Network Provider

Authentication and Session Management (Managed diktiodel | Service Platform Provider

only)

User Database Service Platform Provider

IPTV Control Service Platform Provider

Person to Person Communication Enablers (Managesidxle Service Platform Provider

Maodel only)

IPTV Applications IPTV Service Provider

Content Delivery Network Controller Network, Platio and IPTV Service Providers
Content Delivery Network, Platform and IPTV Service Providerg
IPTV Metadata Control IPTV Service Provider

IPTV Service Discovery Service Platform Provider

IPTV Service Provider Discovery Service Platfornowrder

IPTV Service Profile IPTV Service Provider

Provider Specific Applications IPTV Service Provider

Multicast Content Delivery Function Network, Platfoand IPTV Service Providers
Metadata Storage IPTV Service Provider

Service Access Authentication (Unmanaged Networkidonly) Service Platform Provider

Charging Service Platform Provider

Cluster Controller Network, Platform and IPTV Service Providers
Resource and Admission Control (Managed Network &lodly) Network Provider
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Transport Processing Function Network Provider

Authentication Proxy (Managed Network Model only) erdce Platform Provider

GBA Single Sign-on Service Platform Provider

CSP-T IPTV Service Provider

CSP-G IPTV Service Provider

RMS Network Provider, Service Platform Providers

Table 1: Functional Entity domain assignment

5.2.3 Reference Points Description

5.2.3.1 UNI Reference Points

The UNI is expressed as several reference poiath ef which map to the various functional entitieguired to provide the
necessary support for the end-to-end IPTV servibe.notation used to identify the reference poifithe UNI, as well as a
detailed description for all the reference poirgglescribed later.

Reference Point

Description

=]

UNIP-1 Reference point for user initiated IPTV servicefiieananagement

UNIS-6 Reference point for user interaction with applicatiogic for transfer of user requests and intéract
feedback of user responses (provider specific GUTIP is used to interface between the DAE an
the IPTV Application Function in both the managed anmanaged models

UNIS-7 Requests for transport and encoding of contenteguidtadata. The reference point includes the
metadata and the protocols used to deliver thedattaand shall be based on DVB-IP BQR&f 13]

UNIS-8 Authentication and session management for the neghagtwork model.

UNIS-9 Authentication for GBA Single Sign-on

UNIS-11 Reference point for control of real time stream(agy. control for pause, rewind, skip forward). s hi
reference point is optionally secured. The refeegumint includes content delivery session setup in
case of the unmanaged model.

UNIS-12 Reference point between the AG (see section 5.81 @etails) and the provider specific applicatio
functional entity. Encompasses two functions:

« Signalling and download of applications in a genésimat. (Subject to standardization)
« Interaction of generic applications with the praarishetwork. (Not subject to standardizatiq

UNIS-13 User Stream control for multicast of real time @mttand data for the managed network model. Th
protocol used on this interface is IGMP. [Ref 10]

UNIS-14 Reference point used for authorization of servigeeas for the unmanaged network model.

UNIS-15 Reference point to the IPTV Service Discovery FBltain information about IPTV services offere
by an IPTV Service Provider

UNIT-16 Network attachment functions connected to thisregfee point include: DHCP Server and Relay.
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UNIT-17 Content stream including content; content encryp(for protected services) and content encoding
This reference point can be used for both multieast unicast (UNIT-17M and UNIT-17U,
respectively). This could be RTP and HTTP (unicesy).

UNIT-18 Performance monitoring interface for reporting peeformance monitoring results. A possible
protocol is RTCP.
UNIT-19 Multicast Data Channel. Used to deliver data diedént kinds to the OITF by means of multicast.

This reference point can carry discrete data thahiried over unicast through e.g. the interfaces
UNIS-6, and UNIS-7. Other uses e.g. UNI-RMS areenaiuded.

UNIS-19 Reference point to the IPTV Service Provider Disgvunctional entity to obtain the list of Service
Providers, and related information.

UNI-RMS Remote Management of end user devices (based @Shd-orum TR-069Ref 1] framework and
related extensions based on DVB-IP-RMS specificatio

UNIS-CSP-T Rights management for protected content — inclulingmanagement and rights expression.

UNIS-CSP-G Reference point to support a service and contetegtion solution which is specific to IPTV Service

Provider. This interface may be used to obtaimkes for purchased/subscribed content, control
content and service protection system and alsgeatetiontent.

Table 2: UNI Reference Points

5.2.3.2 Network Reference Points Description

Reference Point | Description

NPI-1 Reference point between the Service Access Auttaitn FE and the User Database.

NPI-2 An optional reference point allowing interactiortweeen IPTV Applications and the IPTV Control
FE. This is not subject to standardization.

NPI-3 The reference point between Authentication Sedgilanagement and Person-to-Person
Communication Enablers. (This is the ISC interfdeéined by 3GPPRef 15]

NPI-4 Reference point for routing of IPTV service relatedssages to the IPTV Control Point. This is the
ISC reference point defined by 3GHHef 15].

NPI-6 This reference point allows the IPTV Control Pdimtetrieve the subscriber’s IPTV-related service
data when a user registers in the IMS network. @lbfect to standardization)

NPI-7 This reference point allows Person-to-Person Apfilim Enablers to retrieve the subscriber’'s IMS
data from the User Database. This is the Sh irderfizfined by 3GPHRef 15].

NPI-9 This reference point allows the IPTV Control Pdimtetrieve the subscriber’s IMS-specific data fram
the User Database. This is the Sh interface defaye®iGPP. [Ref 15]

NPI-10 An optional reference point for the allocation/d@ation and control of content for a specific cast
session.

NPI-11 A reference point for sending events and chargifigrimation. This is the Rf reference point defined
by 3GPP [Ref 15].

NPI-12 This reference point allows the Authentication &sdsion Management FE to retrieve the

subscriber’s IMS data from the User Database astaopthe user’s IMS registration. This is the CX
interface defined by 3GPP [Ref 15].

NPI-14 Same as NPI-11

NPI-15 This reference point controls the Resources andigglon Control. It is the Gq interface defined by,
3GPP. [Ref 15]
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NPI-16 Reference point between the Transport Processingtiem and Resource and Admission Control. It is
the Re interface (Diameter based) [Ref 15]

NPI-17 Reference point between the IPTV Applications d@IPTV Service Profile.

NPI-18 Reference point between the Service Access andeftittation FE and the IPTV Applications. This
is only used in the unmanaged network model

NPI-19 This reference point is used for unicast sessiontrabbetween the Authentication and Session
Management and the Content Delivery Network Colgrol

NPI-20 This optional reference point allows the retriedCG data. (Not subject to standardization)

NPI-21 This reference point allows the GBA Single Signfanctional entity to validate user credentials

NPI-25 This reference point allows proxying unicast contnessages to locate the appropriate Content
Delivery Network Controller FE.

NPI-26 The reference point allows the Content Deliverywidek Controller to delegate the handling of a
unicast session to a specific Cluster Controller.

NPI-27 The reference point between the Authentication Yemnd the GBA Single Sign-on node allows the
proxy to retrieve a user key for authenticationpmses.

NPI-28 This reference point is used to push the user aazgsbilities to the Network Attachment and the
RAC. This is the e4 interface defined by 3GPP [Rgf

NPI-29 This reference point supports the IPTV Service Disty step of the service discovery procedure fpr
the managed model, when IMS is used. This is tkeifgerface defined by 3GPP [Ref 15].

NPI-30 This reference point supports the IPTV Service RievDiscovery step of the service discovery
procedure for managed model. This is the ISC iaterfdefined by 3GPP [Ref 15].

NPI-CSP-1 Reference point to confirm whether a Marlin contesense can be issued for the request received, via
UNIS-CSP-T. This interface is not specified by théssion of the specification.

NPI-CSP-2 Reference point, used in the managed network mtmlettrieve information on the appropriate
cluster controller in the Content Delivery Netwadhlat will serve a particular request for purchased
subscribed-to content. This chosen cluster coetralill be contacted by the CSP-T functional entity
via NPI-CSP3. This interface is not specified hig trersion of the specification.

NPI-CSP-3 Reference point to retrieve the appropriate enaytey needed to prepare a Marlin content license
for the chosen content. It is the content encrypkiey for downloadable content or the key that
encodes the Marlin short term key message thatotnthe key that encodes the streaming medial.
This interface is not specified by this versiorited specification.

NPI-CSP-4 Reference point to provide content encryption keyhie content delivery function for encrypting thie
downloadable content or for requesting/generatiegMarlin short term key messages that
accompany the encoded streaming media. This iceitanot defined by this version of the
specification.

Table 3: Network Reference Points
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5.3 Residential Network High-Level Architectural Ov  erview

The architecture of the consumer domain (referodueteafter as the residential network) is as shiaviigure 5-3:
Residential Network Architecturesand composed fafnstional entities, with well defined interfacestiyeen them, and
where each functional entity includes a numbeuatfions. As shown in Figure 5-3, the entire cdi@tof these functional
entities is called the IPTV Terminal Function (ITF)

The residential network architecture is designed to
e Support multiple deployment scenarios.

* Allow non-IPTV applications to co-exist with IPT\ésvices, but be able to execute independently ftwriPTV
service.

The architecture chosen to comply with the abowdefsicted in
Figure 5-3 below.

There are two main interface groups between thé&Betsal Network and the Provider(s) Network domaire HNI-INI and
the HNI-AMNI. The mapping between these key fungilogroupings and UNI reference points is depiatetthe

Figure 5-3.

- .lTF UNIP-1 HNI-INI
OITF | Application Gateway UNIS-6
Functional Entity (AG) UNIS-7
777777777777777777777777777777777777 UNIS-11
HNI-INI* UNIS-13 U
UNIS-14
UNIS-15
UNIS-CSP-T
UNIT-17
UNIT-18
HNI-AGI HNI-AGC UNIS-12
UNI-RMS Al Blr\loaidbaﬂ
etwor
IMS G_ateway UNLS WAN
ANLIG] Functional UNI-9
Entity (1G) UNI-RMS
CSP Gateway HNI-AMNI
HNI-CSp | Functional Entity (CG) UNIS-CSP-G
WAN Gateway UNIT-16
Functional Entity UNI-RMS

Residential Network

Figure 5-3: Residential Network Architectures

Below is a brief description of the functional ¢ies in the residential network:
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1) Open IPTV Terminal Functional Entity (OITF)

The OITF includes the functionality required to ess IPTV service for both the unmanaged and thegehnetwork
models through the HNI-INI and HNI-IGI interfaces.

¢ To access the IPTV services using the unmanageelntbd OITF only needs to use the HNI-INI integaghus,
the minimum set of functional entities needed toeas unmanaged IPTV services are the OITF and thid W
Gateway.

« To access IPTV service using the managed netwodeimthe OITF needs to use both the HNI-INI andHig-
IGl interfaces. Thus, the minimum set of functioeatities needed to access the managed IPTV seraieghe
OITF, the IG and the WAN Gateway (as it provides pysical connection between the residential nétwod the
WAN). The HNI-IGI interface requires special prdien, as it carries credentials/secrets.

The OITF has its own direct user interaction (eggmote control, keyboard) and audio/video rendgaind, optionally,
grabbing functionalities (e.g. display, speakeasneras, microphones) or can be directly connectttdother audio/video
rendering/grabbing devices without passing througime network communication.

All Residential Network deployments will have aast one instance of the OITF.

The OITF may include functions to allow Open IPT®rEmM defined services to be accessed on DLNA ds\[Ref 2].

2) IMS Gateway Functional Entity (IG)

The IG includes the necessary functionality towalim OITF device to access managed network sepbesgd on an IMS
core network, through the HNI-IGI interface. Thep@vides an IPTV end user with access to managedonk IPTV
services and to blended person-to-person commioricsgrvices such as Chat, Messaging, Presenc&ugiport for
unsolicited notification is also included for susdrvices as Presence, Caller ID, etc.

The IG is able to offer its functionality to the A the HNI-AGI interface.
Support for new or enhanced applications can Hezeebby a firmware upgrade to the IG without ampacts on the OITF

functionality.

3) Application Gateway Functional Entity (AG)

The Application Gateway (AG) is an optional gatevi@yction that incorporates a procedural languaget application
execution environment where applications can beoteliydownloaded for execution. This functionalgyequired by
certain service providers that wish to have gemaacedural language based applications relatedi@ated to IPTV
services downloaded for execution in the home enwrent. Examples of applications related to IPTWises are those that
insert personalized advertisements in media streafo)l blended person-to-person communicatiowises (e.g.,
videoconference using a TV set as a display). Aamgte of an application unrelated to IPTV servisesne that collects
alarms from home devices.

To interface to the AG, an OITF uses the HNI-INttdrface. The goal is for the HNI-INI* to be thersaas the HNI-INI
interface.

When present, the AG, through application runnmthe executable application environment, can perfany of the
following functionalities:

* Manipulate media streams.

» Filter Content Guide (CG) data and insert its ovih d@ata.

*  Support proprietary applications through a RematerUnterface (RUI).
»  Support advanced blended communication services.

The AG is able to make use of the services of &heia the HNI-AGI interface.
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4) Content and Service Protection (CSP) Gateway Fational Entity (CG)

The CSP Gateway function (CG) is an optional gayefiwaction that provides a conversion from a cohterd service
protection solution in the network to DTCP-IP.

5) WAN Gateway Functional Entity (WG)

The WAN Gateway function supports the physical emtion between the residential LAN and the Accestwdrk WAN.
A WAN gateway functional entity will exist in alleghloyments although not all its functions will kegjuired in all cases.

5.3.1 Residential Network Functional Entities

The following is a more detailed description of tlgious functional entities identified above.

For ease of understanding of the detailed functidascription of the residential network, this sfieation uses a stepwise
build up of the residential network functional ¢ies comprising of the following steps:

* OITF and WAN Gateway (WG)
 OITF, WG and IG
 OITF, WG, IG and the optional functional entitie&/Aand CG

Note that this build-up of functions does not imgiigt these combinations of functions are the delyloyment options
possible. Each of OITF, IG, AG, CG and WAN Gateviiayctional entities may be deployed as separatsipalydevices in
the residential network or in combinations or mayIne deployed at all in the case of the optionéities AG and CG as
described in Section 5.3.4.
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5.3.1.1 Open IPTV Terminal Functional Entity (OITF)

HNI-INI
OITF E""""N;E;_FF"'""E ] UNIT-19
| User Profile Management I UNIP-1
| Performance Monitor Client ! UNIT-18
UNIS-11

Stream Session Management
UNIS-13, UNIS-14

UNIS-15, UNIS-19

and Control
. | UNIT-17
Stream Receiver |
I
| Codecs |—| Decrypt |
| csp I i UNIS-CSP-T
] UNIS-6
DAE |
|
J
|
| |

. UNIS-7
Metadata CG Client
e .
! OITF Embedded Application |
U 1
I======== [ I 1
_ , DLNA |, Content '
; Functions | | Download !
""" ,_'_'_'_:::::::::::I WAN Gateway
1
i Internal Storage ! (WG) 1mmo-----en UNI-RMS
\ System ! i RMS3 i
_______________ [ S ——
1 UNIT-16
QoS | | Attachment |
TCP/IP
LAN/WAN
| Gateway

Figure 5-4: OITF functions and interfaces exposed
TheOITF functional entity shown in Figure 5-4 includes tbowing functions:

User Profile Management Manages subscription information associated wiipecific User, e.g., viewing preferences.
The user profile management functions include thltyto create, fetch, modify, delete, replacemgrofiles.

Stream Session Management and Controlinitiates and terminates content delivery sessitlanages content delivery
sessions, including trick play control of unicaseams and multicast stream control. It applidsdit the unmanaged and
the managed models.

Stream Receiver Receives streamed content from the network aclddies stream buffering in the case of progressive
download. The function applies to both the managetiunmanaged models, although different technedogiight be
chosen for each case.

Codecs A/V codecs for all streamed and downloaded conteiricludes decoding, scaling and rendering fiordi

CSP: Client side key management for the terminal d¢eripproach to service protection and content ptimte. Enforces
content usage rules in the client. It applies tthltbe managed and the unmanaged models. See G8Ragd&unctional
Entity for the alternative gateway centric approtckervice and content protection.

Content Download Reception of content downloaded to the clieman-real time. Content download might be unicast or
multicast. For multicast, the MDTF is used. Lodakage is required for content download. It appieeboth the managed
and the unmanaged models. This function is optional

Confidential Copyright 2007 © Members of the Open IPTV Forum



Page 34 (141)

MDTF (Multicast Data Terminating Function) : This function receives generic data sent ovetticagt. Content types that
can be distributed to MDTF include Content Guideagdsatatic DAE content, video content, interacgivitformation,
notifications, software releases and patches.

Decrypt: Removes any encryption applied to the conterdeuthe control of the CSP function. This functismot used for
unencrypted content. It applies to both the managelthe unmanaged models.

Declarative Application Environment (DAE): A declarative language based environment (bromsesed on CEA-2014
[Ref 3] for presentation of user interface andudahg scripting support for interaction with netikaerver-side applications
and access to the APIs of the other OITF functions.

The specification of the DAE declarative languageimnment including the APIs available to the dévaued applications
is within the scope of the Forum.

The DAE can also query, internally to the OITF, khetadata-based Content Guide Client in order traekany data it may
contain.

The downloaded applications that run in the DAE@mesidered to be Service Provider specific antetbee will not be
defined by the Forum’s specifications.

Metadata-based Content Guide ClientClient for metadata-based content guides. Theint&face including the
presentation of metadata-based content guide i& @¢hdor dependent and is out of scope of thisifpation. This
function may also make the metadata available gidRatial Network devices via the DLNA Functionsidtion. It applies
to both the managed and the unmanaged models.

IPTV Service Discovery Function for discovering IPTV Service Providersl aalated services. It applies to both the
unmanaged and the managed models. Note that diffaspects of DVB SD&S [Ref 4] may apply to thefetiént models.

Integral Storage System Storage for content download and PVR based funsti®his function is optional but will be
required if Content Download is supported.

DLNA Functions: Implements DLNA DMS [Ref 2] functions to expose atistribute content in a DLNA compliant manner
through the residential network. The DLNA Functidasction may also offer a DLNA DMP [Ref 3] functido locate and
select content available from other DMS in thedestial network. The selected content can be sedaauross the
residential network and rendered by the OITF. Tinigtion is optional.

OITF embedded application This optional function provides embedded appiost for IPTV services, e.g. local PVR,
using the standardized interfaces which are defasedNI and HNI-IGI. The user interaction with tifigction is OITF
vendor specific

Performance Monitor Client: Client for providing feedback on service qualitjor example, pixilation, frame loss, packet
loss and delay (the exact information to be pradideto be specified other specifications). It épto both the managed
and the unmanaged models.

TheWAN Gateway Functional Entity shown in Figure 5-4 contains tbiéowing functions:

LAN/WAN Gateway: Supports the physical termination of the accessonét(e.g. XDSL, GPON etc.) and the layer 2, layer
3 and higher services (such as NAT, IGMP proxy-dir@m)trequired to support IPTV and other servicemieated in the
residential network that share the WAN connection.

Attachment: Attachment function is responsible for the attaeht of the residential network to the Network Fdev.

RMS3: Depending on the provider model, the WAN Gatewey be remotely monitored and configured by thessc
service provider. The RMS function supports therifasice to the remote manager (i.e. TR-069 CWMP temm@anagement
protocol [Ref 1], plus TR-098 device data modelf[B&] with possible extensions.)

QoS: The QoS function provides classification, markiregmarking, policing, and queuing of Ethernet #ndraffic that
goes between the WAN and LAN interfaces. Markind esxmarking of Ethernet priority and Diffserv cogigints (DSCP)
[Ref 6] is supported. Classification can occuptlgh a variety of characteristics of IP trafficsluding Ethernet priority,
DSCP, origination and destination IP address, apliGation protocol.
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5.3.1.2 OITF and IG
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The IG depicted in

Figure 5-5: OITF and I1G

Figure 5-5 includes the following additional furtsts:

IMS Gateway (IG)

Authentication/Session Management Client/ServeiResponsible for subscriber authentication andsasgion
management required for managed networks (e.g.ageahlPTV services and person-to-person commuaitagrvices).
The authentication performed by this function & )used for Content and Service Protection (CSR)qaes.

The Authentication/Session Management client/senteracts with the network servers through the SH8linterface
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This function includes the implicit connectivityragssion control (CAC) request for the WAN side. &plicit CAC
function is required on the LAN side.

IG-OITF Server: The IG-OITF server exposes authentication asdise management client/server functionalitieheo t
OITF for managed IPTV services and blended persgmetson communication application support (ealecid display,
messaging etc.) via HTTP and/or other protocolegsired. If required, the interaction betweenltheOITF Server and the
OITF may result in a Ul on the OITF display or thedivery of execution script(s) to the DAE function the OITF.

RMS2: Client application for remote management funaiona managed environment. It provides a stanidéedace for
provisioning and assurance tasks on managed OlEedewith the 1G function (i.e. TR-069 CWMP rematanagement
protocol [Ref 1], plus TR-104 [Ref 29] IMS data nebavith possible extensions). It includes functidmsconfiguration
management, firmware upgrade, troubleshooting/disiigs, performance management and monitoring &8P services.

Network Discovery. Network discovery function is responsible for thigcdvery of and attachment to an IMS service
provider.
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5.3.1.3 OITF, IG, AG and CG
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Figure 5-6: All HN Functional entities

A residential network with the addition of the aptal Application Gateway and the optional CSP Gatefunctional
entities is depicted in Figure 5-6. This represamtssidential network with all the HN functionaltiéies. The AG and CG
are independent optional functional entities thay e required in a specific residential networkfiguration. The
following additional functions are identified.
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Application Gateway (AG)

Procedural Application Environment (PAE): A local procedural language execution environntersted on Java
Connected Device Configuration (CDC) [Ref 34] fBiTV Service Provider specific downloaded applicagidf required,
these applications can present a Ul via the CEA4BRET 2] based Remote Ul function on the OITF'sBA

The definition of the full capabilities of the PA&within the scope of the Forum’s specificatiofise specification of the
Service Provider specific applications that are gloaded and executed in the environment are outsittee scope of the
Forum’s specifications.

The PAE is a multipurpose execution environmentabépof supporting many IPTV-specific and geneealices. These
capabilities include support of the following seeviprovider specific applications:

» Media Control: Enables the Service Provider to locally interdbptmedia stream (media, control, CSP) for the
purpose of adding or inserting content generatedayed in the AG into that media stream. The atj@n of Media
Control shall be under the control of Applicationaning in the PAE via defined APIs.

e CG: Client with the following functions:
= Discovery and description of available services emmntent.
= At least one of:
* Presentation of an CG on the OITF via the DAE

» Passing all or some subset of the metadata toMietetlata CG client” on the OITF, depending on the
policy of either the Service Platform Providerloe iPTV Service Provider.

When present, this application terminates the URliBterface. Otherwise, the CG application clienthie OITF
directly handles the UNIS-7 interface.

Furthermore, in the case of a managed networkSéneice Platform Provider or the IPTV Service Pdevihas the
option, subject to the provider’s policy, of pagsall or some of the metadata to the “Metadata Bt on the
OITF, or making a complete presentation to the @€djine via the DAE, bypassing completely the “MatadCG
client” in this case. Note that this option is oalyplicable for deployment purposes. From a condoree point of
view both options must be supported.

» IPTV Service Discovery:Client with the following functions:
o Discovery of available service providers.
o Discovery and description of available services eotent.

* Fully blended communication servicesPossibly requiring additional hardware to suppdstaanced applications
such as video telephony. The HNI-AGI interface wlipplications in the AG implementing advanced
communication services to access the AuthorizatiwhSession Management functions in the IG.

RUI Server: This function enables applications running in F#E to serve declarative language applicationsingion the
DAE in the OITF.

RMS1: Client application for remote management funaiona managed environment. It provides a stanidéedace for
provisioning and assurance tasks on managed OlEedewith the AG function (i.e. TR-069 CWMP rematanagement
protocol [Ref 1], plus TR-135 [Ref 30])/TR-140 [R&f] IPTV/storage data model with possible extensjoh includes
functions for configuration management, firmwargnagale, troubleshooting/diagnostics, performanceagament and
monitoring of streaming services.
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CSP Gateway (CG)

The CSP Gateway is required when a gateway ceaytpooach to service and content protection is gepl@as an alternative
to the Marlin based CSP functions of the OITF. Tt function uses a DLNA based protection schemedst itself and
other functional entities in the residential netkor

5.3.2 Handling QoS in the Residential Network

The QoS function in the WAN gateway is responsibtehe QoS marking (e.g., DSCP, Ethernet prioritgd and out of the
residential network. All nodes in the residentiatwork are responsible for marking the appropneierity of originating
traffic.

5.3.3 Multicast Handling in modem gateway router

Modem gateway router includes transport relatedtfanality such as LAN handling, IP multicast sugpetc. IPTV
services require additional functionality to be poiped in order to ensure efficiency in the homeé\Lénvironment.

5.3.3.1 Multicast and the Home LAN

It is expected that scheduled content servicesus#él IP multicast technology to deliver A/V streaishough IP multicast
is efficient in the Network Provider domain, it dause some issues in Residential network enviemmipsuch as

* Flooding to unnecessary segments

Gateway routers broadcast incoming multicast padikedll ports, resulting in unnecessary packeitsgogelivered
to endpoints that are not listeners for that or mojticast stream, and must discard them. Thig8dn is depicted
in Figure 5-7: Example of flooding issue

Home Router

Figure 5-7: Example of flooding issue

IGMP snooping in the switching function of the hogaeway router will solve this issue to some extBaot if
there is a secondary switch in the residential ogtwhich does not support IGMP snooping, the sesige still
remains, although its severity has been reduced.

» Low efficiency and unreliability of multicast on Yéiess networks (802.11 WLAN) [Ref 7]

Multicast frames can not be transmitted at as highte as unicast frames. Also, the reliabilitynfiticast is low
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due to the lack of retransmission mechanisms ireL.ay

To remedy this problem, it is necessary to perforaiticast to unicast conversion at the home entigtp The
conversion will be done at Layer 2 or Layer 3 byaguing IGMP messages [Ref 8] and managing the meshipe
of multicast listeners.

In this release of the architecture, support of Bs8hooping and IGMP proxy [Ref 9] is mandatoryvoid flooding of
unnecessary segments.

5.3.3.2 Local Multicast within the Gateway Router

It is mandatory for home routers compliant to tinishitecture to support local multicasting to avihid consumption of any
additional bandwidth in the last mile when multipled points are watching the same stream. IGMP@ngaan solve that
issue by dropping IGMP JOINSs for streams that &emdy available, and ensuring that these streaenseglicated locally
and delivered to these end points.

5.3.4 Deployment Options

This section describes the allowable deploymeriboptin the residential network, and the servieggpsrted by each
deployment option.

Each of the OITF, IG, AG and WG functional entitraay be deployed as separate physical device®iretfidential
network, or in combinations as described in thigtiea.

5.3.4.1 Services Available in the Residential Netwo  rk

Table 4 shows the services available the residargisvork for each combination of functional ermtti

Functional Entities deployed in | Services available

the residential network

WG OITF |IG |AG

X X Unmanaged network services only are available
DAE applications can be deployed.

X X X Managed network and unmanaged network sesvare
available.
DAE applications can be deployed.

X X X X Managed network and unmanaged network sewiare
available.
DAE and PAE applications can be deployed.

X X X [This deployment option is not defined byslversion of
the specification]
Unmanaged network services are available.
DAE and PAE applications can be deployed.

Table 4: Services from Functional Entities
Note that the CSP Gateway functional entity isstmwn in this table. Details of the CSP Gatewayalgpent can be found
in section 5.3.4.3

5.3.4.2 Deployment Examples

This section outlines some practical deploymenhaies. It is not an exhaustive list of all possideployments, but
examples that illustrate how services may be deglaysing new and legacy equipment.

The following terminology is used in this section:
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Legacy TV A television without OIF or DLNA capaltiés. Connection to such a
television is via, for example, HDMI or SCART.

In the diagrams, dashed lines represent optiomalextions.

53421 OITFSTB

e &

LSS
Legacy TV OITF STB WAN Gateway

Managed
IMS based

This deployment supports the consumption of unmathagrvices using a legacy TV. The following desiaee deployed.
A WAN Gateway: This is a standard modem/routeryjaliog access to an unmanaged network via an ISP.

» OITF STB: A set top box implementing the OITF amxhigecting to a legacy TV via, for example, HDMI or
SCART.

* Legacy TV: A television without OITF or DLNA capdities.
Optionally, the OITF STB may act as a DLNA DMS take OIF services available to DLNA devices. It mago act as a
DLNA DMP to access content from other DLNA devicgsthe residential network.

53422 OITFTV

e <

-». WAN Gateway
OITF TV

ﬁ___l

DLNA device
This deployment supports unmanaged services witheueed for an additional set top box. The foll@ndevices are

deployed.

« A WAN Gateway: This is a standard modem/routeryjaliag access to an unmanaged network via an ISP.

e OITF TV: A television including an OITF.
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Optionally, the OITF TV may act as a DLNA DMS to keaOIF services available to DLNA devices. It mégoaact as a
DLNA DMP to access content from other DLNA devioesthe home network.

5.3.4.2.3 Combined IG - WAN Gateway with OITF TV

N ‘ - w
| HNL-INI

»
o|T|I: TV HNI-IGI \

HNI-INI

| IG - WAN Gateway Managed

-~
Y
DLNA device OITF TV

This deployment supports both managed and unmarssgeides, with DAE applications. The following d=s are
deployed:

* Combined IG and WAN Gateway: A single physical devincluding an IG and modem/router functionality.
 OITF TV: Thisis an OITF TV, as described in thiscdment.

Optionally, the OITF TV may act as a DLNA DMS to keaOIF services available to DLNA devices. It mégoaact as a
DLNA DMP to access content from other DLNA deviogsthe home network.

5.3.4.2.4 Combined IG — WAN Gateway with multiple O ITF TVs

h ‘ HNI-IGI
‘ HNI-INI

OITETV HNLIGI
HNI-INI

IG - WAN Gateway

I ‘
| | |
— = -
Q==___
DLNA device OITF TV

This deployment supports both managed and unmarssgeides, with DAE applications. The following d=s are
deployed:

» Combined IG and WAN Gateway: A single physical devincluding an IG and modem/router functionality.
* OITF TVs: These are OITF TVs, as described in doisument.

Optionally, either OITF TV may act as a DLNA DMSrwke OIF services available to DLNA devices. lymbso act as a
DLNA DMP to access content from other DLNA devicgsthe home network.

Note that one or both OITFs may be deployed in BB Snnected to a legacy TV, instead of being erdbddn a TV.
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Note that one or both OITFs may be deployed inBB Snnected to a legacy TV, as shown below, imstédeing
embedded ina TV.

; L O Internet
Legacy TV o|fE|_§TB IG - WAN Gateway
| Managed
I
®---)
Retail STB

DLNA device

5.3.4.25 Combined IG-OITF STB and Multiple OITFs

Managed

»
otk TV

DLNA device

Legacy TV

This deployment supports both managed and unmarsegeides, with DAE applications, presented on &FFOV and a
legacy TV. The following devices are deployed:

« A WAN Gateway

 Combined IG and OITF STB: A set top box includitgdnd OITF functionality that exposes HNI-IGI tdvet
OITFs in the residential network. It connects te kgacy TV using some non-OIF specified mechanssroh as
HDMI or SCART.

« OITF TV: Thisis a TV containing an OITF.

Optionally, the OITF TV and IG-OITF STB may actaa®LNA DMS to make OIF services available to DLNAvites. It
may also act as a DLNA DMP to access content frirerdDLNA devices on the home network.
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5.3.4.2.6 Combined IG - OITF TV

== Managed
—— - O

| —
I G . O:;TV WAN Gateway
I

ﬂ

DLNA device

This deployment supports both managed and unmarsggeites, with DAE applications, presented on &FFO'V. The
following devices are deployed:

* A WAN Gateway.
 Combined IG and OITF TV: A TV including both IG a@dTF functionality.

Optionally, the IG-OITF TV may act as a DLNA DMSttwake OIF services available to DLNA devices. liyrabso act as a
DLNA DMP to access content from other DLNA deviogsthe home network.

Note that the IG inside the TV may be used by exte®ITFs to access managed services.

5.3.4.2.7 Multiple IG — OITF STBs

.\’ Managed

WAIN Gateway

DLNA device

Legacy TV

This deployment supports both managed and unmarssgeites, with DAE applications, presented on ipldtiegacy TVs.
The following devices are deployed:

* A WAN Gateway.
e Two combined IG-OITF STBs: STBs including both I@eOITF functionality.
Only one IG can be active in the residential neknairany one time. This limitation may be relaxedifuture specification.

Optionally, each IG-OITF TV may act as a DMS to m&KF services available to DLNA devices. They ralp act as a
DMP to access content from other DLNA devices aniltbme network.
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53.4.2.8 Combined IG-AG-OITF STB and OITF TV

Gateway

IG-AG -
- = = — = = " OITFSTB
DLNA device

Legacy TV

This deployment supports both managed and unmarssgeides, with DAE and PAE applications, preseme@n OITF
TV and a legacy TV. The following devices are dgpli

* A WAN Gateway.

 Combined IG, AG and OITF STB: A set top box inchgliG, AG and OITF functionality, that exposes HNI*
to other OITFs in the residential network. It coctiseto the legacy TV using some non-OIF specifiegtimanism,
such as HDMI or SCART.

e OITF TV: Thisis a TV containing an OITF.

Optionally, the IG-AG-OITF STB or the OITF TV magteas a DLNA DMS to make OIF services availabl®tiNA
devices. They may also act as a DLNA DMP to accestent from other DLNA devices on the home network
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5.3.4.2.9 Combined AG-IG with multiple OITFs

Managed

WAN Gateway

——p,
- uHNI-INI"= |
oITF T ST EYYNY
| AGlIG

.

#HNI-INI*—

e

OITF STE'

IL— — _

Legacy TV
DLNA device

This deployment supports both managed and unmarssgeides, with DAE and PAE applications, presemea@n OITF
TV and a legacy TV. The following devices are dgpli

* A WAN Gateway.

» Combined AG-IG device: A device including both 168daAG functionality, that exposes HNI-INI* to OITHs the
residential network.

» OITF STB: A set top box containing an OITF. It cests to the legacy TV using some non-OlIF specified
mechanism, such as HDMI or SCART.

e OITF TV: ATV containing an OITF.

Optionally, the OITF STB or the OITF TV may acta®LNA DMS to make OIF services available to DLNAvites. They
may also act as a DLNA DMP to access content frirerdDLNA devices on the home network.
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5.3.4.2.10 AG-IG, OITF-IG, Multiple OITFs

-

OITF TV

HNI-INT* —
S —— 'y
[ e HNI-IN o LY
- L SeSTSE

Managed

DLNAgevice [ lllilil AGLIG
| IG - OITF STB
| (——— Legacy TV
— INT-IN |

OITF STB

Legacy TV

This deployment supports managed and unmanageiderand DAE and PAE applications. The followiryides are
deployed:

« A WAN Gateway.

e Combined AG-IG device: A device including both 168daAG functionality, that exposes HNI-INI* to OITHs the
residential network.

* OITF STB: A set top box containing an OITF. It cents to the legacy TV using some non-OIF specified
mechanism, such as HDMI or SCART.

* |G-OITF STB: A set top box containing both an IGlam OITF.
« OITF TV: ATV containing an OITF.

In this deployment, there are multiple 1Gs. Onlgd@ can be active in the residential network gt@wint in time. The
ISIM application must always be in the AG-IG ingluase.
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5.3.4.2.11 Combined OITF-AG TV and IG-WAN Gateway

-

DLNA device

Managed

OITF + AG IG - WAN Gateway

TV

This deployment supports managed and unmanageiderand DAE and PAE applications. The followiryides are
deployed:

» Combined IG-WAN Gateway: A single physical devioeluding an IG and WAN Gateway functionality.
 Combined AG-OITF TV: A TV including both an OITF éan AG.

Optionally, the OITF-AG TV may act as a DLNA DMSttwake OIF services available to DLNA devices. lyrabso act as
a DLNA DMP to access content from other DLNA degios the home network

5.3.4.3 CSP Gateway

The optional CSP Gateway functional entity impletagaroprietary CSP systems and delivers conte®iTé-s using
DLNA link protection.

Some possible deployment scenarios include:
* AnIG and CSP Gateway combined device

* AnAG, IG and CSP Gateway combined device.

5.3.5 Residential Network Reference Points

* HNI-INI : This is a group of reference points directly cected to the OITF to provide application layer
protocols common to both managed and unmanagedisadiden AG function is deployed, the AG may
terminate HNI-INI as described in section 5.3.T8e HNI-INI consists of the following UNI referenpeints.

0 UNIP-1 (to “User Profile Management”)

0 UNIS-13(to “Stream Session Management and Control”)
0 UNIS-11(to “Stream Session Management and Control”)
0 UNIS-CSP-T(to “CSP”)

0 UNIS-6 (to “DAE")

0 UNIS-7 (to “Metadata based Content Guide client”)

0 UNIT-17 (to “Stream receiver”)

0 UNIS-14(to “Stream Session Management and Control”)
0 UNIS-15(to “Service Discovery”)

o UNIT-18 (to “Performance Monitor Client”)

Confidential Copyright 2007 © Members of the Open IPTV Forum



Page 49 (141)

* HNI-INI*: This interface is a group of reference points leetwthe OITF and AG which supports the
adaptation of the IPTV services to the OITF. Whagplicable, this interface uses the same prot@oldNI-
INI. The HNI-INI* includes the device discovery niemisms.

* HNI-IGI : This interface is between the OITF and IG andrigies, to the OITF, access to IG functions for the
adaptation to IPTV services on managed networks.HNKI-IGI includes device discovery mechanisms.

 HNI-AGI: This interface is between the IG and AG and presid o the AG, access to IG functions for the
adaptation to IPTV services in managed networks. HNI-AGI includes device discovery mechanisms.

* HNI-AMNI : This interface is between the IG and the netveort includes the reference points that are
required in addition to the HNI-INI reference painto deliver managed services.

* HNI-CSP: This interface is DLNA media transport protectsdDTCP-IP.

* HNI-AGC: This interface allows access to encryption keys.

5.4 QoS Framework Architecture Description

The QoS framework is responsible for policy-basadgport control in the access and core networlg, acludes
procedures and mechanisms that handle resouragatse and admission control for both unicast andticast

The Resource and Admission Control (RAC) [Ref 32hie building block responsible for these fundion
The RAC is able to interact with the following termain architectural blocks:

» Authentication and Session Management: RAC rece®®surce reservation requests and output notitsit
the status of requests

e Transport Processing Functions: RAC enforces psigieceives resource reservation requests andgestiae
network status

* Network Attachment: RAC receives the subscribeeas@rofile and location information
The RAC supports QoS resource reservation mechartigggered in two ways:

* “Push” mode: the RAC pushes traffic policies to ttemsport processing functions on receipt of aiestfor
resource reservation coming from the Authenticatiod Session Management

« “Pull” mode: traffic policies are “pulled” by theansport functions from the RAC on receipt of raseu
requests coming from the Transport Processingtiam(e.g. in case of IGMP/PIM) [Ref 10] [Ref 11]

The Push and Pull models and related mechanisnmardinated by the RAC, to ensure the approppatiey enforcement
for both unicast and multicast services (see Appedor details).
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5.4.1 RAC functional description and deployment opt ions

Authentication and Session
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Transport Access '—' Transport Remote
access Node aggregation Node

Figure 5-8: Resource and Admission Control Architeture

The RAC functional entities are:

* A-RACF (Access Resource Admission Control Functigeyforms admission control and derives the traffi
policies that are installed in the RCEF.

» SPDF (Service-based Policy Decision Function):vigles a single point of contact for the Autheniimatand
Session Management FE to receive resource resarvatijuests and acts as a final Policy DecisiontRor
Service-Based Policy control.

The Transport Processing Functions involved in @ssing unicast and multicast flows are:

» BTF (Basic Transport Function): sends and recdi@4P and PIM messages; and replicates multitass;

* RCEF (Resource Control Enforcement Function): e®traffic policies and builds and forwards adioiss
control requests to the A-RACF,;

To maximize performance a distributed architecisigossible; in particular, depending on operatdicy, the A-RACF
may be located in any Transport Processing Functiale. All Transport Processing Function Nodes higdollowing
deployment options:

« BTF only; in this case policies are not enforcethatTransport Node;

 BTF + RCEF,; in this case a centralized resourceaamlission control approach is used;

« BTF + RCEF + A-RACF; in this case a distributedoigse and admission control approach is used,;

The interfaces between the functional entities are:

* RCEF - A-RACF: based on the same protocol as beedeen the Authentication and Session Managenment a
the Resource and Admission Control Function, iianizter [Ref 27]. The RCEF - BTF interface can tesidered
an internal Transport Processing Functions interfac
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* RACF — A-RACF: Inter A-RAC interface when multipfeRACFs are present. One A-RACF could delegate the
control of a resource to another A-RACF througks thterface.

A more detailed description of the RAC behavioithwéxamples of specific deployment scenarios,égiged in
Appendix E.
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6. High Level Signalling Flows (Informative)

Many of the signalling flows in this chapter hapesific protocol choices. It should be noted thatse are only examples.

6.1 Network Attachment

Network attachment aims at providing IP addressdscanfiguration information to elements in the ©€amer Domain prior
to any other action regarding IPTV services. Thavi@ion and management of IP addresses has twoaspatts.

IP address management within the Consumer NetworKThis deals with the attachment of the I1G, AG an@FXo the
WAN Gateway. The WAN Gateway could act as a DHCR&eand a NAT. This type of attachment allows ilBeAG and
OITF to communicate with each other within the desitial network.

In the unmanaged network model, this allows theFX@'send and receive messages from the Internet.

IP address management for communication with the Riwvider Network (Managed Network model only):2 cases can
occur

» The WAN Gateway translates the in-home IP addessi P address recognizable to the provider'seadirg
plan. In this case a NAT is needed.

« The WAN Gateway assigns an IP address to the 1GaA@GOITF from the managed network’s IP addresgod.
In this case no NAT is needed. Configuration infation (e.g. DNS server) is obtained directly by @gF, AG
and IG.

Note: It is mandatory that the WAN gateway supportsftmetionality of translating the in-home IP addesso IP
addresses recognizable to the provider's addrepkngIn this case, a NAT is needed.

6.2 IPTV Service Discovery and Selection

The IPTV Service Discovery is a mechanism to enabl€élF to discover IPTV Service Providers and IPSévices
provided by a specific IPTV Service Provider. Thegedures of IPTV Service Discovery consists offdtewing three
steps which are consistent with DVB-IP Service Disry and the discovery information is based on BREBD&S records
for both managed network and unmanaged network .

» Step 1) Determination of the IPTV Service ProvideDiscovery entry points: This procedure is the bootstrap of IPTV
Service Discovery, where the ITF finds the entrin(s) of the IPTV Service Provider Discovery fuodial entity. The
mechanisms to determine the entry point(s) canfiereht between the managed and the unmanaged|snéae
example, in case of the managed model, the Net&ttdchment functional entity can provide the IP rdd to start the
IPTV Service Provider Discovery phase.

» Step 2) IPTV Service Provider DiscoveryThis is the procedure where the ITF retrievestf@mation about each
IPTV Service Provider. This information is locatdhe Service Provider Discovery functional entitgtdressed by the
entry point(s) found as a result of step 1. Thisrimation can be provided either as a web pagasedbon XML data,
such as a DVB-IP Service Provider(s) Discovery Rechh includes the names of IPTV Service Provideand related
attributes (e.g. a logo image of the IPTV Servicavigler, the means to retrieve IPTV Service Discgweformation,
etc.). This information will be used by the ITFgerform IPTV Service Provider selection.

» Step 3) IPTV Service DiscoveryAfter selecting one IPTV Service Provider from tisé obtained in step 2, this
procedure allows the ITF to get information abd&ITV Services offered by the selected IPTV Serviaevider. This
information is located at the Service Discoverydiimnal entity. In this step, the term “servicestludes linear TV,
CoD, nPVR, etc. The IPTV Service Discovery inforioatcan be provided either as a web page or asMin récord,
such as a DVB-IP Offering record with needed exterss(including the start-up URL for DAE, entry pofor the
DVB-IP Broadband Content Guide Record and so on).

Note that in the case of 1-to-1 relationship betwise Service Platform Provider and the IPTV SerRcovider, the IPTV
Service Provider Discovery phase (Step 2) wouldrre& single record; therefore, in such a deployntae subscriber does
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not have to select the Service Provider and Stepdly directly provide the address of the IPTVAM8ar Discovery
functional entity.

Note that step 2 and step 3 can be repeated wittematssarily performing step 1.

When the Service Discovery and Selection Infornmatibanges, the IPTV Service Provider Discovery FEPOV Service
Discovery FE should inform the ITF about this cheing

The sequence in Figure 6-1 shows a high levefflcall for IPTV Service Discovery followed by calldvs for IPTV service
access, such as retrieving documents for DAE anigvang content guide metadata. Each call flow irentude an optional
authentication step to avoid unauthorized accettsttPTV services.

IPTV Service . IPTV
ITF NS Provider IPT.V ZEEE IP.TV. Metadata
Attachment . Discovery Application
Discovery Control

Assume network
Is connected

O Step 1. Determination of the IPTV
4 Service Provider Discovery Entry point

Step 2. IPTV Service Provider
IPTV

f Discovery
Service _<

Discovery
Process

Step 3. IPTV Service Discovery Information

-

ANVANAN

Retrieval of Documents for DAE

IPTV
Service

Access <

Process
(examples)

Retrieval of Content Guide Metadata (BCG)

Figure 6-1: High level steps in Service Discoveryna Service Access
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6.2.1 IPTV Service Discovery and IPTV Service Acces s Procedures for

Unmanaged Networks
This section describes the IPTV Service Discovewy 8ervice Access procedures for unmanaged netwaskdescribed in
Section 5.3, the minimum set of functional entitiegded to access unmanaged IPTV services ard Tiea@d the WAN

Gateway; thus, the IPTV Service Discovery and Sericcess procedures for unmanaged network arershereafter
considering only these entities.

6.2.1.1 High Level Procedure

IPTV Service .
Network . IPTV Service Metadata IPTV
OITF Provider . L
Attachment . Discovery Control Application
Discovery

0. Network Attachment

1. Determination of the IPTV
Service Discovery entry point

2. IPTV Service Provider Discovery
(finds out about all IPTV service providers)

3. IPTV Service Discovery

4. IPTV Service Access

Figure 6-2: High level steps for Service Discovergnd Service Access for unmanaged networks

The IPTV Service Discovery and IPTV Service Acgesscedures for an unmanaged network comprise a euailsteps, as
shown in Figure 6-2:

1. Determination of the IPTV Service Provider Discoventry point

2. IPTV Service Provider Discovery

3. IPTV Service Discovery

4. IPTV Service Access (e.g. Access to the Contentl&uivia metadata or web page)

These steps are described in detail below.

0. Attachment to the network, where BETF obtains connectivity to the unmanaged netvibrkugh the WAN
Gateway

1. Determination of an IPTV Service Provider Digexy entry point. This is an internal process i @I TF.

2. The OITF initiates the IPTV Service Provides@very using this entry point. In this step, th&V Service
Provider Discovery functional entity provides tiet bf IPTV Service Providers and information tietised in
the next step (e.g. IPTV Service Provider namedéress, protocols to be used)

3. The OITF initiates the IPTV Service Discovdrythis phase the OITF selects an IPTV Service idemnand
obtains the list of IPTV services available fromattepecific IPTV Service Provider
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4. The OITF can select and access an IPTV sergigeaccess the Content Guide.

6.2.1.2 Determination of the IPTV Service Provider  Discovery entry points

For unmanaged networks, the OITF determines thg potnt(s) with the following options. There is padority order for
these options.

e Manual

The End User manually enters a URL or an IP adffregs The OITF should provide a means to allowsise
enter an entry point easily, e.g. bookmark, or diefdRL and the means by which this is achieve@IliEF vendor
dependent.

*  Pre-Configured

Optionally, all the necessary information can be-gonfigured in the OITF.

6.2.1.3 IPTV Service Provider Discovery

The OITF requests the information on the availdBIEV service providers from the IPTV Service Prardiscovery
functional entityia HTTP(S).

IPTV Service

IPTV Senvice

OITF Provider :
Discovery

Discovery

1. HTTP(S) request for IPTV service
provider discovery information

v

2. HTTP(S) response of IPTV service
provider discovery Information
Response (Set of SPs SD Service-
URI & related information like icons)

A

Figure 6-3: IPTV Service Provider Discovery for unnanaged networks

6.2.1.4 IPTV Service Discovery
The Service Discovery Record can be delivered vidi{S) as XML datgdDVB-IP SD&S Record) or as a Web Page.
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IPTV Service

OITF Provider RO

Discovery

Discovery

[
»

1. HTTP(S) request for IPTV service
discovery information (R-URI=IPTV SD Service-URI)

2. HTTP(S) response of IPTV service discovery
information (List of Services, CG Address, etc)

d
<

Figure 6-4: IPTV Service Discovery for unmanaged naorks

6.2.1.5 IPTV Service Access

The following figure shows the call flow for obtéig the Content Guide, which is an example of IPBSEwice access.

Metadata IPTV

=l Control Application

( 1. HTTP(S) Request for Content

Guide information

v

Retrieval of
gs:;zg(igde< 2. HTTP(S) Response of Content
Guide Information (DVB-IP BCG
XML data)
.
1. HTTP(S) Request for Content
Guide information (Web)
Retrieval of
Content Guide
as Web page 2. HTTP(S) Response of Content
Guide Information (XHTML data)
- -

Figure 6-5: IPTV Service Access for unmanaged netwks

6.2.2 IPTV Service Discovery and IPTV Service Acces s Procedures for the
Managed Model
This section describes the IPTV Service Discovely &ervice Access procedures for managed netwaskdescribed in

Section 5.3, the minimum set of functional entitiegded to access the managed IPTV services a@d Tire the IG and the
WAN Gateway; moreover, the AG can be introducedraeptional functional entity in some deploymenti@ps.

The IPTV Service Discovery and Service Access piares are shown hereafter, starting from a higbktprocedure
description and then detailing two cases baseavordifferent deployment options. Section 6.2.2.8vehthe case where
just the 1G is deployed, while Section 6.2.2.3 diéss the case where the AG is also deployed tegstlth the IG.
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6.2.2.1 High Level Procedure

OITF

Network IPTV Service IPTV IPTV App
1G ASM SSO AP Provider Service Metadata
Attachment . :
Discovery Discovery Control

0. SPP Attachment

1. IMS Registration

2. GBA Bootstrapping Procedures

3. Discover IG

4a. IPTV Service Provider Discovery (finds out about all IPTV Service Providers)

4b. IPTV Service Discovery

5. IPTV Service Access

Figure 6-6: High level steps for Service Discovergnd Service Access for managed networks

The managed network Service Provider Discovery a@ap a number of steps as shown in Figure 6-6:

w N PO

4a.

4b.

5.

Attachment to the Service Platform ProviderRpP
Registration with the SPP

GBA bootstrapping procedure.

Discovery of the IG. The OITF is turned on adiains the entry point for the IPTV Service PdgriDiscovery
from the IG. The determination of the IPTV Sernitmvider Discovery entry points can be achieved mumber
of ways e.g. pre-configuration of the IG or usingp&cific event package, the service providersodisg request
can be forwarded to the appropriate Service Pro\bigcovery FE.

IPTV Service Provider Discovery: The OITRiates the IPTV Service Provider Discovery. Thevier
Provider Discovery FE provides the list of IPTV Bee Providers and information used for the negp<e.qg.
IPTV Service Providers’ name, IP address, prototmlse used).

IPTV Service Discovery: The OITF initiates itRgV Service Discovery. In this step, the OITFest$ an IPTV
Service Provider and obtains from the Service Discp FE the list of services available from that@fic IPTV
Service Provider.

The OITF can select and access an IPTV sergige access the Content Guide, via metadatavebgpage.

In the case where there is a 1-to-1 relationshipvéen the Service Platform Provider and the IPTYWi8e Provider, the
Service Provider Discovery phase will return a kngcord; therefore, in such a deployment, thesstilber would not select
the service provider and the initial response twiSe Provider discovery could return the addrddb® Service Discovery

functional entity.
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6.2.2.2 IPTV Service Discovery and Service Access f or Residential networks with 1G

6.2.2.2.1  High Level Step 4a - IPTV Service Provide r Discovery

IPTV Service

OITF IG ASM IPTV Provider

Control .
Discovery

1. HTTP(S) Request for IPTV
Service Provider information

»

2. SIP: SUBSCRIBE R-URI=IPTV SPD Service-URI
(Event= IPTV-SPD-event-package, OITF specific information)

Validate originating iFC
for service access

3. SIP: SUBSCRIBE (R-URI=IPTV SPD Service-URI)

4. SIP: 200 OK

«

SIP: 200 OK

5.

6. SIP: NOTIFY (Set of IPTV SPs SD Service-URI and
related information such as icons...)

<

7. SIP: NOTIFY (Set of IPTV SPs SD Service-URI
and related information such as icons, protocol and
address to be used for Service Discovery ...)

<&
N}

8. SIP: 200 OK

v

9. SIP: 200 OK

v

10. HTTP(S) Response (Set of IPTV
SPs SD Service-URI and related
information such as icons...)

d
<

Figure 6-7: IPTV Service Provider Discovery for a nanaged network

The call flow in Figure 6-7 shows the case wheee@HTF requests, via the IG and the ASM, informatbout the available
IPTV Service Providers from the Service Providesdovery FE

Assumptions for this signal flow are that:
e The IG is registered with the SPP.
e The SPP has configured the IG.

* The IG knows the service URI of the IPTV Service\Rder Discovery FE. This FE's service URI as vedlthe
protocol to use to access it may be well known iwithe SPP domain.

In signals 2-7 the IG obtains a list of IPTV SeevRroviders available via the SPP. The resultisfghase (step 10) is the
retrieval of the list of IPTV Service Providers amtated information (e.g. the IPTV Service Prov&i@ame, IPTV SPs SD
Service-URI (address of IPTV Service Discoverytghtiprotocol to be used for Service Discovery).

It is recommended that a well known Public Servitantifier (PSI) is assigned for the IPTV Servigewder Discovery
functional entity. This well known PSI, which isSéP URI, simplifies the remote configuration of I&sd allows IMS
routing to be fully exploited.
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The User Database is configured with the origirgafilter criteria necessary to route the SIP SUB&ERmMessages from
authorized users to the correct FE. In order suenthat unauthorized users do not get accebe t8ervice Provider
Discovery FE, the PSI should not be configurechinDNS of the Service Platform Provider.

HTTP can optionally be used in this signal flow.

6.2.2.2.2  High Level Step 4b: IPTV Service Discover vy

This procedure can be performed via the use of B#SSubscribe/Notify framework (case 1), HTTP (c2ser
IGMP/multicast (case 3), depending on the “protdodde used for Service Discovery” info obtaineddigh Level step 4a
(see Figure 6-7).

IPTV Service Discovery - Case 1 - Using IMS/SIP

IPTV

OITF IG ASM IPTV Service

Control :
Discovery

1. HTTP(S) Request for IPTV Service
(R-URI=IPTV SD Service-URI)

| .

Ll

2. SIP: SUBSCRIBE R-URI=IPTV SD Service-URI
(Event= IPTV-event-package, OITF specific information)

>

Validate originating iFC
for service access

3. SIP: SUBSCRIBE (R-URI=IPTV SD Service-URI)

»

4. SIP: 200 OK

<«

5. SIP: 200 OK
»

<

6. SIP: NOTIFY (List of Services, Content Guide address)\

Pl
<«

7. SIP:NOTIFY ()

8. SIP: 200 OK

9. SIP: 200 OK

v

10. HTTP(S) Response (List of
‘Services, Content Guide address)

<

Figure 6-8: IMS-based IPTV Service Discovery

In this flow, shown in Figure 6-8, the OITF receive list of services and the address from wheran obtain the CGhe
IPTV Service Discovery Service-URI is obtained iigiiLevel step 4a (see Figure 6-7).

After selecting an IPTV SP, the OITF requests imfation on the Services offered by the selected IBPV

The result of this phase (step 10) is the retrie¥al list of IPTV Services offered by the seleclied@V Service Provider and
the Content Guide address/URL (i.e. the address Wwhere the Content Guide can be retrieved andrrdtion on the
means to retrieve it); this information is locat#dhe IPTV Service Discovery functional entity.

The possible types of service that can be listetlide linear TV, CoD, nPVR and content downloadises.

The User Database is configured with the origirgafitter criteria necessary to route the SIP SUBSERmessages from
authorized users to the correct functional entityorder to ensure that unauthorized users do etoagress to the Service
Discovery functional entity, the PSI should notdoafigured in the DNS of the Service Platform Pdavi
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The SUBSCRIBE/NOTIFY mechanism is used as a signgpdicheme to tell the residential network wheréetoh the

information it needs as well as the means to adteBBis allows multiple transport mechanisms ésoipported catering to
all choices.

IPTV Service Discovery — Case 2 — Using HTTP

IPTV
OITF IG Service

Discovery

HTTP(S): Request for IPTV Service Discovery Information

HTTPS: Response (List of Services, EPG Address)

<«

Figure 6-9: HTTP-based IPTV Service Discovery
The IPTV Service Discovery address is obtainedhintigh level step 4a shown in Figure 6-6.

In the flow shown in Figure 6-9, the OITF receitles address from where it can obtain the Contemndésas well the
protocol to be used (via multicast or unicast).

The Service Discovery Record can be deliverededQlF as XML data (for the metadata client) or ed¥Page (for the
DAE).

IPTV Service Discovery — Case 3 — Using IGMP multast

Transport

IPTV Service

OITF Processing Discovery

Function

IPTV Service Discovery
information

<

IGMP: JOIN

A 4

IPTV Service Discovery information

S

Figure 6-10: Multicast-based IPTV Service Discovery
The IPTV Service Discovery multicast address ismigd in the high level step 4a shown in Figure 6-6

In the flow shown in Figure 6-10, the OITF joine thppropriate address using IGMP to obtain the IB&Wice discovery
information as XML data (for the metadata client).
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6.2.2.2.3

High Level Step 5 - IPTV Service Access -

OITF IG

Transport

Processing
Function

-

Multicast option,
retrieval of
Content Guide
metadata

~

Unicast option,
retrieval of '<
Content Guide
metadata

Unicast option,
retrieval of <
Content Guide
as Web page

Triggered by an IPTV Service Provider that is Selec  ted

Content Guide

Obtaining the Content Guide

Metadata
Control

<

IGMP: JOIN

v

__Content Guide

(" HTTPS Request for Content Guide

TTPS Response (Content Guide)

A

HTTPS Request for Content Guide

IPTV

Application

HTTPS Response (Content Guide)

Figure 6-11: Access to Content Guide

Three possible flows are shown in Figure 6-11:

Metadata based Content Guide delivered via mutticas

Metadata based Content Guide delivered via unicast.

» Content Guide delivered via unicast in data fornsagported by the DAE (e.g., HTML Web Page).
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6.2.2.3 IPTV Service Discovery and Service Access f or Residential Networks with IG
and AG

6.2.2.3.1 High Level Step 4a - IPTV Service Provide r Discovery

IPTV IPTV Service

OITF AG + IG ASM
Control

Provider
Discovery

1. HTTP(S) Request for IPTV Service
Provider Discovery Information
»
2. SIP: SUBSCRIBE R-URI=IPTV SPD Service-URI
(Event= IPTV-SPD-event-package, OITF specific information)
»

Validate originating iFC
for service access

3. SIP: SUBSCRIBE (R-URI=IPTV SPD Service-URI)

4. SIP: 200 OK
d

<«

5. SIP: 200 OK

<«

6. SIP: NOTIFY (Set of IPTV SPs SD Service-URI and
related information such as icons...)

<

7. SIP: NOTIFY ()
o

8. SIP: 200 OK

Ll
9. SIP: 200 OK

v

AG creates a new presentation of
the Service Provider Discovery info.

‘10. HTTP Response with list of Service Providers

<

Figure 6-12: Steps in Service Provider Discovery fa residential network with an AG and IG

The call flow in Figure 6-12 is very similar to th®-only case. The only difference is that the AGercepts the data,
generates a web page and sends its address (URlE @ITF for retrieval.

The assumptions for this signal flow are that:
* The IG is registered with the SPP.
» The SPP has configured the AG+IG.

* The AG+IG knows the Service-URI of the IPTV ServiR®vider Discovery FE. This FE’s service-URI adlae
the protocol to use to access it may be well knaithin the SPP domain.

In signals 2-7, the AG+IG obtains a list of IPTVrdee Providers available at the SPP and conveigsnformation into a
suitable format, among those supported by the DAlS conversion can be required, for example, tmge the look & feel
of the page listing the Service Providers

Note that Service Provider Discovery info can bivdeed as XML data (for the metadata client) oradf@rmats supported
by the DAE (e.g., HTML web page).

Analogous to the case where only the IG is deplpiesl recommended that a well known Public Sex\itentifier (PSI) is
assigned for the IPTV Service Provider Discovemctional entity.. This well known PSI, which is BPSJRI, simplifies the
remote configuration of IGs, and allows IMS routbogoe fully exploited.
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The User Database is configured with the origirgafilter criteria necessary to route the SIP SUB&ERmMessages from
authorized users to the correct FE. In order suenthat unauthorized users do not get accebe t8drvice Provider
Discovery FE, the PSI is should not be configurethe DNS of the Service Platform Provider.

HTTP can be optionally be used in this signal flow.

6.2.2.3.2  High Level - Step 4b — IPTV Service Disco very

This procedure can be performed via the use ofMtg&SIP Subscribe/Notify framework, HTTP, or IGMRIHicast,
depending on the “protocol to be used for ServisEdvery” information obtained in step 4a of thghlevel procedures
(see Figure 6-7). For the sake of simplicity, ol case using IMS/SIP is shown in Figure 6-13hasther cases are very
similar to those described in Section 6.2.2.2.2.

IPTV Service

OITF AG + IG ASM 12 Provider

Control .
Discovery

1. HTTP(S) Request for IP.TV Service Discovery

information 2. SIP: SUBSCRIBE R-URI=IPTV SD Service-URI
(Event= IPTV-event-package, OITF specific information)

>

Validate originating iFC
for service access

3. SIP: SUBSCRIBE (R-URI=IPTV SD Service-URI)

»

SIP: 200 OK

4.

5. SIP: 200 OK
d

<

‘6. SIP: NOTIFY (List of services, Content Guide address)

<

7. SIP:NOTIFY ()

8. SIP: 200 OK

" 9. SIP: 200 OK

v

AG creates a new presentation of the List of
Services and link to the Content Guide

10. HTTP Response for IPTV Service (URI for RUI server)

Figure 6-13: Steps in Service Discovery for a reségtial network with an AG and IG

In this flow, the OITF receives the list of sendcand the address from where it can obtain theT®@& IPTV Service
Discovery Service-URI was obtained in High Levelstia (see Figure 6-7).

After selecting an IPTV SP, the OITF requests ttiermation on the Services offered by the seletfdd/ SP.

In signals 2-7, the AG+IG obtains a list of IPTWr8ees offered by the selected IPTV Service Pravatel the Content
Guide address/URL. It then converts this informmafitto a suitable format, among those supporteth€yOAE. This
conversion can be required for example to changéoibk & feel of the page listing the services. &ltitat Service
Discovery information can be delivered as XML datan data formats supported by DAE (e.g. HTML WRdige)

The possible types of service that can be listetlide linear TV, CoD, nPVR and content downloadises.

The User Database is configured with the origirgafitter criteria necessary to route the SIP SUBS&HERmessages from
authorized users to the correct functional entityorder to ensure that unauthorized users do etoagress to the Service
Discovery functional entity, the PSI is should betconfigured in the DNS of the Service Platforroviter.
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The SUBSCRIBE/NOTIFY mechanism is used as a signgpdicheme to tell the residential network wheréetoh the
information it needs, as well as the means to adteghis allows multiple transport mechanismééosupported catering to
all choices.

6.2.2.3.3  High Level Step 5 - IPTV Service Access

OITF AG +1G IR

Control

[
>

7~

HTTP Request for Content Guide

HTTPS GET

Content Guide
as Metadata <

‘HTTPS Response (Content Guide as XML data)

AG creates a new XML file id needed
and send it as XML data (metadata)
to the OITF

HTTP Response with Content Guide
_ <«

RUI Server transactions ) HTTPS GET

N
v

) HTTPS Response (Content Guide as XML data)
Content Guide <

as Web page <

AG creates a new Content
Guide HTML web info

RUI Server transactions

~

Figure 6-14: Steps for Service Access in a residétnetwork with an AG and an IG
Figure 6-14 shows XML data for creating the Contgnide (CG) being retrieved using HTTP.

6.2.3 Consolidated service discovery of managed and unmanaged
services

For an OITF connected to a managed network, thé-@idly present a consolidated view of the servisdered from the
managed network, and also whatever is availabte ftee default service discovery mechanisms for uragad network
based SPs. At this point, if the user is allowedriter preferences regarding the first screenwitide seen when the OITF
is powered on the next time.

6.3 User Identification and Authentication

For IPTV services that require service access authtmn, the user is identified and authenticdiganeans of some
pre-established credentials (such as user nampaassvord, or IMS Private Identity [Ref 15] and esponding long-term
secret key). This section provides high-level mgegtows for user identification and authenticatiofor the case of
unmanaged as well as managed networks.
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For managed networks, the following user authetiinanethods shall be supported: IMS AKA (3GPP BX83) [Ref 17]
and TISPAN HTTP Digest (ETSI TS 183 033 [Ref 1&g with RFC 3261 [Ref 21] and RFC 2617 [Ref 1B[).TP
Digest (RFC 2617) [Ref 16] shall be supported lfier tase of the unmanaged network model.

For Single Sign-on, 3GPP's Generic Bootstrappinthidecture (GBA) (3GPP TS 33.220) [Ref 25] shalshbpported for
managed networks, and SSL/TLS shall be supportednimanaged networks. The Single Sign-on mechanisowided by

the Generic Bootstrapping Architecture may alsagicable for the unmanaged network model when@Jb@sed IMS
authentication capability is available in the home.

6.3.1 Unmanaged Networks

For unmanaged networks, the solution should useRHDifest Authentication [RFC 2617] [Ref 16] in orde identify and
authorize users for IPTV service access. The HTiged Authentication scheme improves the HTTP Basithentication
method by transmitting cryptographic hashes of\wasss and other relevant data instead of transfgpasswords from

clients to servers as clear text. Figure 6-15 dgpie call flow for HTTP Digest Authentication txeten the relevant
functional entities.

User

1. GET <resource>

v

Host: <server name>

. 401 Unauthorized

WWW-Authenticate: Digest
nonce=<nonce>
realm=<realm>
[qop=<qop>]

3. GET <resource>

'S

v

Host: <server name>
Authorization: Digest
username=<username>
realm=<realm>
nonce=<nonce>
response=<response>
[cnonce=<cnonce>]

4.200 OK

Authentication-Info:
nextnonce=<nextnonce>
[qop=<qop>]
[rspath=<rspath>]
<token>

Figure 6-15: Identification and Authentication using HTTP Digest in the case of unmanaged networks

The following is a description of the various megsa

1. OITF to SAA: HTTP GET
The OITF sends an HTTP GET request to the Servamegs Authentication (SAA) function. This request
indicates the resource desired by the OITF (ergseurce> = /supercoolvideos.html) and the nanteeo§erver
hosting the desired resource (e.g., <server nameww.coolvideos.com).

2. SAA to OITF: HTTP 401 Unauthorized
Since access to the requested resource is prot¢ioee8AA sends an HTTP 401 Unauthorized respanteet
OITF. This message contains a WWW-Authenticate aefield which indicates that the OITF has to antluate
using the HTTP Digest method. To this end, thipoase message also includes a random value caltexrand
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6.3.2

the realm to which the requested resource belangs Krealm> = supercoolvideos@coolvideos.comg. Th
Quality of Protection (qop) parameter is optionat if included by the HTTP Server, not only the WPTlient
can be authenticated by the HTTP Server but alsoweérsa (see step 3 and 4).

OITF to SAA: HTTP GET

The OITF resends the HTTP GET request to SAA,tthie also including an Authorization Header fighdorrder
to get authenticated by SAA. This header fieldd@iois a user name valid for the realm in questimhthe
response digest that the OITF has calculated asatput of the user name, corresponding passweatin and
other data. If the HTTP 401 message in step 2 swda qop parameter, the OITF challenges the Siktfon
for authentication by including a client nonce (goe). On reception of this HTTP GET message, tha SA
compares the response value received from the @iTe expected response value. (The SAA functimaios,
at least partly, this expected response value frmrJser Database. The interface between the HERRE
(SAA) and the User Database is out of scope ofgpen IPTV Forum specifications.)

SAA to OITF: HTTP 200 OK

If the response value received from the OITF equdsxpected response value (successful case§Athesends
an HTTP 200 OK response to the OITF containingkaridhat the OITF can later on send to the IPT\WiSer
Discovery function so that this function is ablevaify that the OITF has been successfully auibated by the
SAA function. In case the HTTP Server included p garameter in message 2, this HTTP 200 OK messlage
contains a response auth digest value (rspauttdlesd using the cnonce value sent to the HTTReBén

step 3. This rspauth value enables the IPTV Clieauthenticate the HTTP Server.

Managed Networks

In the managed network case, user identificatiahauthentication is based on either the 3GPP IM@Béntication and Key
Agreement (AKA) as defined by TS 33.203 [Ref 1#]pn TISPAN HTTP Digest [Ref 18] .

User authentication occurs during IMS Registratighich occurs either when:

a. ThelG is powered up

or

b. The end user explicitly logs on for personalizedises
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6.3.2.1 IMS AKA

To support IMS AKA, a UICC with an ISIM or USIM afigation must be integrated into the IMS Gatewd)(IFrom the
IMS point of view, the I1G thereby takes the roleaofIMS Subscriber. The UICC stores a long-termetdey K which is
shared between the ISIM or USIM application andsarlDatabase belonging to the network operatompiftaides the 1SIM
or the USIM. The following figure shows the highw¢ message flows for user identification and antication based on the
IMS AKA procedure:

User

OITF IG ASM BEEReE

1. Registration Request

2. SIP REGISTER <HN>

To: <IMPU>

From: <IMPU> 3. DIAMETER MAR >
Contact: <IP Address> <IMPI>

Authorization:

username=<IMPI>
4. DIAMETER MAA

-
5. SIP 401 Unauthorized <IMPI>
- AV=<RAND, AUTN,
WWW-Authenticate: XRES, IK, CK>

nonce=<RAND, AUTN>

6. SIP REGISTER <HN>

To: <IMPU>
From: <IMPU>
Contact: <IP Address>
Authorization:
username=<IMPI>
response=<RES>
7. SIP 200 OK

<
<

A

8. Registration Response

Figure 6-16: Identification and Authentication using IMS AKA in the managed case

The following is a description of the message fl@lewn in Figure 6-16:

1. OITF to IG: Registration Request
The OITF sends a request for registration to th8 Wateway (IG), when needed (case b. The end ygkcity
logs on for personalized services)

2. IG to ASM: SIP REGISTER
This request contains the domain name <HN> of tegidential network as read from the ISIM, the gevand
public IMS identities <IMPI> and <IMPU> of the I1@s well as IG's IP address (obtained prior to IMGA\A
Besides the IP address, all these data are reextifr® ISIM.

3. ASM to User Database: DIAMETER MULTIMEDIA AUTH REQ UEST (MAR)
ASM requests authentication data from the User izt with respect to the IMS subscriber (IG) ideatiby
<IMPI>.

4. User Database to ASM: DIAMETER MULTIMEDIA AUTH ANS WER (MAA)
The User Database sends an Authentication Vec®tp the ASM containing the following data: rando
challenge RAND, answer XRES expected by the IGep 8§, network authentication token AUTN, integksy
IK, and ciphering key CK. The authentication tolddTN contains a message authentication code (MAC)
enabling the IG to authenticate the HN (see step 8)
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In case of

ASM to IG: SIP 401 Unauthorized
At this point in time, the ASM denies the |G auttieation. Instead, it sends a SIP Unauthorized agessvith a
WWW-Authenticate header to the IG. This header@ostRAND and AUTN. After reception of this message

the 1G verifies the message authentication codégued in AUTN thereby authenticating its Residahnti
network.

IG to ASM: SIP REGISTER
ISIM computes the value RES on input of its versibthe secret key K stored on the UICC of theT@e IG

sends a new SIP REGISTER request to the ASM, ithis with RES as response to the challenge the ASM
initiated in step 5.

ASM to IG: SIP 200 OK

If RES = XRES (successful case), ASM considerd@as authenticated, and binds <IMPU> to the |IPRreskl
<IP address>.

IG to OITF: Registration Response
The IG informs the OITF about the result of theistrgtion procedure. (when step 1 is heeded)

success, the ISIM of the IG is ableetam its knowledge of the secret key K and thbentication token

AUTN, to calculate the same values of the intedkity IK and the ciphering key CK as those thatAls&/ received in
step 4 from the User Database. The IG and the AS#MK and CK to establish IPSec Security Assoaiatifor protecting
SIP signaling messages over the |G — ASM refereoad.

6.3.2.2 TISPAN HTTP Digest
TISPAN HTTP Digest will follow the TISPAN specifitian [Ref 18], which is a work in progress.

6.3.3 Usage for GBA in the Unmanaged Model

In case where IMS-based authentication capabgisupported and available in the home, the GBAISIi8gn-on

procedure

can be used when accessing IPTV Apgit&ervers that trust these IMS-based user credefdir service

access. The unmanaged model shall use the samamsohdeployed in the managed model with regatdeaisage of
GBA. This applies in both the residential netwonki@he SPP network.
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6.4 Unicast Session

There are a number of IPTV services that use unitesrery for all or part of their content deliyessuch as:

* CoD, Content on Demand: End users can order vitteosgh a CoD catalogue and have them streamed
directly to the ITF

* nPVR, Network based Personal Video Recorder: Allemerding of programs on the network side, and
delivered as a unicast stream when played back.

» Time Shifting: This allows the end user to pauseind and fast forward to the current positiorve li
broadcast program. At the pause request, the nletstarts recording the session so that subseqsentagtions
(e.g., play, rewind) results in a unicast nPVR isess

6.4.1 Unicast Session setup (managed model)

Figure 6-17 shows a high level call flow for a wastsession setup based on the above descriplioasinicast session
setup procedure includes the following three dailv§:

» Service Session setup.
»  Secure Channel setup for the Content Delivery Sagsiptional).
» Content Delivery and Control.

Each of the above call flows will be describedéparate sub-sections.

OITF 1G RAC ASM Iy CDNC cC CDF
Control

Service Session Setup call flows

Secure Channel call flow

Content Delivery and Control

Figure 6-17: Overall Description of the call flows
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6.4.1.1 Service Session Setup Description

The Service Session establishment in the managednemodel involves the OITF, the IG, the IPTV Qah, the CDNC,
the “Authentication and Session Management (ASNY the “Resource and Admission Control (RAC)” fuocal entities.

OITF IG RAC ASM IPTV CDNC cc CDF
Control

1. User selects
unicast content
—

OITF acquires content
IDs, any necessary
information to make an
SDP offer including IP
addresses and ports for
media delivery, and/or
locators.

2. HTTP session setup request (POST message)
_—>

3. Service session setup request
>

»

Resource Reservation Phase

4. Service session setup request

Validate request
Select CDNC

5. Service session setup request

6. Service session setup request
»

»

7.

—_—
—Select CDF

Content Delivery Session
Setup (getting RTSP ID)

8. Service Session Response

9.

10.
—_—

11.
—

Resource Commit Phase

12.
13. HTTP session setup response
(SIP session ID + RTSP session ID)
+—

Figure 6-18: Service Session Setup Call Flow

The following is a description of the interactianghe call flow shown in Figure 6-18:

1. The sequence is triggered by an action fronutfee. The user requests content from the CoDagatelor selects
some content stored in an nPVR, which resultstinieast session.
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The OITF acquires all the necessary informatiorualite selected content that allows it to make @R $ffer. The
SDP offer must include the IP address and pott@fQITF, which is the destination address of theast for the
selected content.

2. The OITF sends an HTTP session setup requést 6. The request includes the selected coideartd the
corresponding SDP offer.

3. The 1G sends a Service session setup requestNSITE) to the ASM in the IMS core network.
The ASM uses the services of the “Resource and sglon Control” functional entity to perform resoeimreservation.
4. The ASM forwards the request to the IPTV Cadrfractional entity.

The IPTV Control authorizes the request based emuster profile stored there or fetched if needds:. [PTV Control
selects the appropriate CDN Controller. Optionalhe IPTV Control interacts with another functibaatity that
performs that task.

5. The IPTV Control forwards the request to theMABr routing to the selected CDN Controller.

6. The ASM routes the request to the target Cardefivery Network Controller. The CDN Controllerdates the
appropriate Cluster Controller that can servicertugiest.

7. The Content Delivery Network Controller forwarithe session setup request to the chosen Clusigroler

The Cluster Controller analyses the session setmpest in order to choose the appropriate Contelitvddy Function
(CDF) based on its status, options and load (eugpber of outgoing streams). Please refer to Annéor @ore
information about CDNC/CC/CDF selection.

The Cluster Controller then sets up the conterivelgl session (RTSP session) for the requesteangrand
establishes a binding between the service seseibtha corresponding content delivery session.

8-11. The content delivery session identificatiomaturned, through the service session respoask,tb the ASM.

The “Authentication and Session Management” FRres$ the “Resource and Admission Control” FE tonout the
reserved resources.

12. The ASM forwards the session response to the IG

13. The IG sends an HTTP response to the OITHrbhtdes the content delivery session identifief §R session
ID), and all relevant information to allow the OI'BIRd the user to start viewing.
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6.4.1.2 Securing Content Delivery Session Signallin g (optional)

As shown in the HLA in Figure 5-2, a secure charwaal be optionally established between the OITFthedCluster
Controller prior to any exchange of signalling naggss. In particular, this allows the Cluster Cdigrand the OITF to
mutually authenticate each other. This is partityleritical in environments where direct commurtioa without such a
secure authenticated channel is not desirable beazpotential security risks.

Note that the secure channel can be torn down wWiege is no signalling to be exchanged betwee®ifié& and the Cluster
Controller. Thus, the secure channel can be sehwgemand.

Figure 6-19 depicts the actual call flow over sactecure tunnel.

OITF IG RAC ASM IPTV CDNC cc CDF
Control

1. Establish TLS channel and perform server authentication >

2. Start stream control

2. Start stream control
e

[
»

The Cluster Controller will
authenticate the OITF

3. Start stream control

4. Success
‘5. Success
Figure 6-19: Securing the Content Delivery Signaltig
The steps in this call flow are as follows.
1. The OITF establishes a TLS channel with thecdet CC to serve the user. Server authenticetiparformed
by the OITF in this step.
2. The OITF starts streaming control to start weithe selected content.
The CC needs to authenticate the OITF before itipsathe message to the CDF.
3. Once mutual authentication is successfully deted, the CC proxies the start stream control ages$o the

CDF.
4-5. The successful response from the Contenvérglifunctional entity is proxied all the way tet®ITF.

Following that, the media streaming starts.
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6.4.1.3 Content Delivery

After the service and content delivery sessionsatep, as explained in Section 6.4.1.1, the Ol§é¢suhe content delivery
session ID to stream and control the content receirom the CDF. A logical binding exists betwela service session and
the content delivery session. The binding is maieth by the CC, as well as the IPTV Control FE.

The steps in this call flow depicted in Figure 626 as follows.

» Stream Control requests generated by the OITFaagetied to the CC. The CC proxies those requesieto
appropriate Content Delivery Function.

* The Content Delivery Function streams the mediaatly to the OITF.

Cluster Content
OITF Controller Delivery

1.x Function
1.xy

Stream control request

[
|

Stream control
request

Media Stream

«

Figure 6-20: Content Delivery Streaming Control

6.4.2 Unicast Session Modification (managed network )

There are a number of use cases that can lead tee#d for session modification. Examples inclinderteed to receive a
second stream for “picture-in-picture”, or simpiysiew a second channel in a side-by-side windoth tie original stream.
These features depend on the capabilities of tieréeng device. The implication of the above ig thare can potentially be
a 1:N relationship between a service session anddhtent delivery session.

Session modification can be initiated from the ObrErom the network side. The subsequent calt§lshow examples of
both cases.

It is also important to note that modifying an éxig session to include an additional stream isaptéon, while creating a
new unicast session to carry that additional strissamother. Operator policies as well as cliesigiecan play a role here.

6.4.2.1 Client initiated session modification call flow

Figure 6-21 shows a typical call flow for the macktion of an existing unicast session to add a ste@am. Terminal
capabilities must support such a feature in tte fitace.

It is assumed, that a Service Session and its iatsdcContent Delivery Session(s) have been estaddiprior to any
modifications.

Below is a brief description of the steps that ednuthis process:

1. The sequence is triggered by an action fronutfee. The user requests something from the Caddogate or
selects some content stored in an nPVR. The usepmiionally select a new Service Session to hapsietr
viewing that content or he can reuse an existingi&e Session.

The OITF acquires all the necessary informatiorualite selected content that allows it to make &dxeran SDP offer.
The SDP offer must include the IP address andgddhte OITF, which is the destination address efgtream.
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2. The OITF sends an HTTP session modify requetstet IG. The request includes the selected coidetite
corresponding SDP offer, and the service sessitm lig used for that session.

3. The IG sends a Service Modify request (SIPIREITE) to the ASM in the IMS core network.
The ASM uses the services of the “Resource and s&lon Control” functional entity to perform resoeimeservation.
4. The ASM forwards the request to the IPTV Cadrfractional entity.

The IPTV Control FE authorizes the request basetthemiser profile stored there or fetched if needéd IPTV
control server selects the appropriate CDN comrolptionally the IPTV control server interactshranother
functional entity that performs that task.

5. The IPTV Control FE forwards the request toAlSM for routing to the selected CDN Controller.

6. The ASM routes the request to the target Cardefivery Network Controller. The CDN Controllerdates the
appropriate CC that can service the request.

7. The Content Delivery Network Controller forwarthe session setup request to the chosen Clusteraler.

The Cluster Controller analyses the session madifyest in order to choose the appropriate Comeliwery
Function based on its status, options and load ember of outgoing streams). Please refer to AgeC more
information about CDNC/CC/CDF selection.

The Cluster Controller then sets up the conterivelgl session (RTSP session) for the requesteangrand
establishes a binding between the Service Sesaibtha corresponding Content Delivery Session.

8-11. The Content Delivery Session identificatidoneturned, through the Service Session respbiasé, to the ASM.

The “Authentication and Session Management” insértiee “Resource and Admission Control” to cominé teserved
resources.

12. The ASM forwards the session response to the I1G

13. The IG sends an HTTP response to the OITHrbhtdes the Content Delivery Session identifRFEP session
ID), and all relevant information to allow the OI'BIRd the user to start viewing.
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OITF IG RAC ASM IPTV CDNC ac CDF
Control
1. User adds new stream
to existing session
_—
2. HTTP session modify request
(POST message, service session ID)
———
3. Service modify request \
Resource Reservation Phase
4. Service modify request
—_—
Validate request
Select CDNC
5. Service modify request
+—
6. Service modify request
7.
—_—

—Select CDF

Content Delivery Session
Setup (getting RTSP ID)

8. Service Session Response

Resource Commit Phase

12.
d

13. HTTP session modification
response (RTSP session ID)

Secure channel connection establishment and streaming control procedure

Figure 6-21: OITF initiated Unicast Session Modifiation

6.4.2.2 Server Initiated Unicast Session

Figure 6-22 shows a typical call flow for a neweast session generated from the network towardgistered user. Below
is a brief description of the steps that occuhis process.

The sequence is triggered by an action from a méteerver. The server may have learnt somehowethiger is registered
and decided to send an advertisement to the tasget
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IPTV Advertising

OITF IG RAC ASM Control S S—

4-5.

Action requiring
session
modification

1. Session initiation request

<

2. Session initiation request
»

»

3. Session initiation request
dl

<

4. Resource Admission Control check

‘6. Session initiation request

«

RUI notification for
incoming session

7. HTTP POST Accept Session ( service session id)

8. Response ()

[
»

9. Resource Admission Control check

11. Response ()

v

‘12. Response ()

13. Response ()

v

14. ACK

15.ACK

v

16. ACK

<

17. ACK

]

18. HTTP 200 OK

<

Figure 6-22: Network initiated unicast session mofication

The advertising server (or any other networkes® sends a session initiation request to thénéntication and
Session Management functional entity.

The Authentication and Session Management iiomegt entity, based on the user profile, forwatds tequest to
the IPTV Control for further processing.

The IPTV Control has the option, based on dpegolicy, to either initiate a completely new sies for the user
or modify an existing unicast session for that usée IPTV Control functional entity is always imetsignalling
path and retains state information for all ongaingcast sessions. In this example, the IPTV Cotftnottional
entity decides to initiate a new unicast sessionie target user. Hence, it initiates a sessiquast to the ASM.

The Authentication and Session Managemerttimal entity performs admission control for thewnsession.
This step is optional for the managed model.

The ASM forwards the session request to the IG.
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The IG performs the necessary RUI procedures tiéyrtbe OITF of an incoming session.
7. The OITF sends an HTTP POST to the IG to indidatacceptance of the incoming session.
8. The IG sends a Service Session response baok &SM.
9-10. The ASM commits the reserved resourcegi®new session. This step is optional for a managédork.
11-13. The Service Session response is forwardddeaivay to the network server that initiated slession.
14-17. The network acknowledges the receipt ofésponse. This gets forwarded all the way to the IG

18. The IG sends an HTTP response to the OITF.

6.4.3 Session Teardown (managed model)

Figure 6-23 shows a typical call flow for a unicasssion tear down.

OITF IG RAC ASM IPTV CDNC cc CDF
Control

1. User requests teardown of
an existing service session
—

2. HTTP session teardown request
(POST message, service session ID)
—_—

3. Service teardown request

»

4. Service teardown request |

| 5. Service teardown request
+—

6. Service teardown request

[

7. Service teardown request

—_—
This sequence is < ) Delete Content Delivery
repeated for all Session
Content Delivery
Sessions 8. Service Session Response
9. —
<
10. |
n—
11.
+—

Release Resources

12.

G
<

13. HTTP session teardown
response ()

Figure 6-23: Service Session tear down call flow

It is assumed that a Service Session and one ar associated Content Delivery sessions are ondpafuge teardown can
occur.

The following is a brief description of the stepattoccur in this process:

The sequence is triggered by an action from thg wdech results in the OITF requesting the terrtiovaof an ongoing
unicast session which may or may not have an ogdoia stream.
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The end user requests the termination of aniagginicast service session.
The OITF sends an HTTP teardown request téGh&he request includes the service session id.
The 1G sends a session tear down request tautientication and Session Management functiontiye

The request is forwarded to the IPTV Controlctional entity.

a 0 w NpoPR

The IPTV Control uses the Authentication & $@sdManagement to route the request to the ap@tpGuster
Controller function that should be contacted todtathat request.

Note that steps 5-10 are repeated for each codétinery session associated with the service sessio

6. The Authentication & Session Management fumatie@ntity forwards the request to the target COiM@tional
entity.

7. The CDNC locates the appropriate CC.

The target Cluster Controller function locates @mntent Delivery Function for the content delivegssion, and sends
a request to terminate the streaming session.

8. The Content Delivery Function responds succéggfuthe termination request.
9-11. The response is proxied all the way to théhAutication and Session Management functionalyenti

The Authentication & Session Management functiamiity requests the release of the resources &didda the
unicast session by communicating with the ResoanckAdmission Control functional entity.

12. The Authentication & Session Management fumeti@ntity forwards the response to the IG.

13. The IG sends an HTTP response back to the OITF.

6.4.4 Unicast Session Management (unmanaged model)

Unicast session management for media streaming immanaged network model differs from the manamggaork in that
no resource management is performed in the netwdnik.means there is no interactive managemeiieo$éssion — a new
content delivery session is created for each uhgtesam. This requires setup at the ITF and timect delivery function,
but not in the network itself.

6.4.4.1 Access to Service Providers over unmanaged networks

This call flow is equivalent to the content gui@¢rieval described in Section 6.2.1.5.

6.4.4.2 Purchase of content from Service Providers over unmanaged networks

The call flow in Figure 6-24 shows the steps useglurchase service or content from an IPTV SerRicevider accessed
over an unmanaged network.
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IPTV
OITF A Ii;:ra\éion Service
PP Profile

Service Access setup

1. HTTP GET/POST
(Request for selection page)

[
»

2. Request for user’s profile

v

§. User’s profile

l

4. HTTP response

(XHTML selection page)

Service/Content

selection N

by user 5. HTTP GET/POST

(Request for purchase)

[
»

6. Request for user's profile

v

User’s profile

7.

Exact method for processing the
purchase request is not defined
(up to service provider)

8. HTTP response
(XHTML purchase result page)

Content Delivery Management

Figure 6-24: Call flow for purchase of content froman IPTV Service Provider over unmanaged networks

The following is a brief description of the stepsadlved in the process.

1.

2-3.

6-7.

Shows the OITF sending a HTTP GET or POST r&tquoethe IPTV Application, to acquire an XHTML pag
which contains the list of content. [Note: Signalduld be substituted by the request to the MetaGantrol FE
for XML based metadata, to be used by the Metaldasgd CG client in the OITF for presentation ofoat€nt
Guide to the user].

Involves the IPTV Application retrieving thear profile from the IPTV Service Profile functidreatity, to
customize the HTML page according to the user’dilgrorhese steps are optional.

Carries a response back to the OITF includimg¥HTML page which contains the list of conteMofe:
Signal 4 could be substituted by the response icgriyML metadata from the Metadata Control FE, ¢éoused
by the Metadata-based CG client on OITF for pregtént of a Content Guide to the user].

Shows the OITF sending a HTTP GET or POST redodke IPTV Application, to request the purchata
specific service or content which the user hascsate

Shows the IPTV Application retrieving the upeofile from the IPTV Service Profile function pyocess the
purchase request based on data in the user'serofiese steps are optional.

Carries a response back to the OITF includimgdHTML page which contains the result of the aise request.
The actual processing of the purchase requeshie before this step, but the exact method is nitetk (and is
specific to the service provider). This page calib include links for the content acquisitionaarautomatic
redirection to the content acquisition function.
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6.4.4.3 Unmanaged content delivery management
The call flow in Figure 6-25 shows the steps ugsechdnage a unicast session in the case of an ugednatwork.

OITF Access Database Controller

steities User Cluster Content

Delivery

Authentication

Service Access setup

Service Purchase

1. RTSP SETUP

2. Setup Content Delivery
3. Setup Content Delivery response

<

il. RTSP response (session ID) — may be a redirect, in which case repeat from 1,

5. RTSP PLAY (session ID)

[
»

6. Play content

v

Play content response

7.

8. RTSP response

<

9. RTP Streamed Content

-
«

OITF presents
content

10. RTSP TEARDOWN (session ID)

n

11. Teardown

v

12 Teardown response

<

:L3. RTSP response

Figure 6-25: Call flow for unicast session managemeéfor an unmanaged network

The following is a brief description of the stepsdlved in a unicast content delivery session.

1.

2-3.

5.

Confidential

Shows the OITF sending a setup request to thst€®l Controller, to initiate a content delivergsien, using a
previously acquired SDP.

Note: The SDP describing the requested media could ¢pgir@c from the content guide or using an RTSP
DESCRIBE [Ref 19]. The exact method is left to tletailed protocol specifications.

Involves the Cluster Controller and the Canhfeelivery functions setting up the necessary ueses for content
delivery.

Carries a response back to the OITF. If theestis successful, a session identifier will Hameed by the
Cluster Controller. Alternatively, the response megirect the OITF to another Cluster Controller, éxample
for load balancing reasons. The exact mechanisradieving this is left to the detailed protocoésifications.
In this case, the OITF would repeat the process Bignal 1 to re-issue the request to the spediedter

Controller.

Requests the Cluster Controller function totstimeaming the content to the OITF.
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6-7. Sets up the start the streaming of the corfitern the Content Delivery function.

8. Returns the status to the OITF.

9. Represents the content being streaming fronCtrgent Delivery functional entity to the OITF.
10.  Occurs at some later time, when the OITF ngéo wishes to receive the stream.

11-12. Completes the teardown process and signatlits the result to the OITF.

Note: The detailed specifications shall consider methogsevent DOS attacks on Cluster Controllers, tarrevent
session ID hijacking.

6.5 Scheduled Content Session Management Procedures

Scheduled content (often referred to as linear i$\d basic service offered by an IPTV Service Rtenilt is associated with
IP multicast delivery mechanisms in a managed nidtyvgince several users would typically be watchimgsame channel
within the same vicinity, serviced by the same mekiaccess node. This allows for considerable badttvsaving in the
access and core network, as a single stream frersdirce is routed as close as possible to theorleecess node, and
from there on individual streams can be replicated sent to individual users that want to watch shr@am.

Scheduled content service allows a user to watdtzap between channels. When a user zaps to viewahannel, the
ITF joins a multicast group that is associated whidit channel, while leaving the multicast groupoagated with the old
channel to which the ITF is currently tuned.

In a managed network, it is important to ensuré tha

* auseris allowed to join a multicast group onlthiére is enough bandwidth with the right servideniy to
handle the requested stream within the access riet@therwise the service can result in a bad esperience
and bad picture quality;

» the reserved subscriber resources (last mile)edeased when conditions for such a release présamiselves
(the user stops watching scheduled content TV wiitdlses to CoD, the TV is powered off, etc.);

« during channel zapping, interaction or handshakeden network entities related to bandwidth, sarvi
priority or admission control are optimized. Theves precious time and contributes to a fastermeia
zapping speed.

6.5.1 Scheduled Content session set-up

Scheduled content session set-up procedures shewdstablished at ITF power up, after successthlestication and
identification and content guide retrieval.

Figure 6-26 shows a call flow for the scheduledtenhsession set-up.
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ITF Processing Admission

Transport Resource Authentication

IPTV
Control

and Session
Management

Functions Control

1. Session Initiation Requesﬁ

4. Session Initiation Request
|-

|

5. Session Initiation Response
6. Resource Admission Control Check

l{confirmation phase)_ _ _ _ _

7. Response

8. Session Initiation Response

<

9. View Channel

v

10. Resource Admission Co:trol Request

12. Change Channel

v

13. Resource Admission an’trol Request

y 3

o
|

Figure 6-26: Call flow for scheduled content sessiosetup

The following is a brief description of the stepghe flow:

1.

7.
8.

The ITF sends a session initiation requestecAtiithentication and Session Management FE, inctudimedia
offer for the scheduled content service

The Authentication and Session Management resdransport resources according to the media offer
The response for the reservation request isnedu

The Authentication and Session Management REdials the request to the IPTV Control, which vesfthat the
user is authorized for the service and verifies tie user has the rights to consume the content.

The IPTV Control replies to the AuthenticatiordeéSession Management with the bandwidth requiethi
specific scheduled content channels and may retoéver parameters

(optional) If the media offer has changed or panameters are received, the Authentication asdiGe
Management requests admission control for the ooafion phase.

The response for the admission control reqgasturned.

Finally, the response for the session initiatiequest is forwarded to the ITF.

9, 12. The ITF sends a request to the TranspodeBsing Functions to view/change the channel.
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10,11,13,14. (optional) An interaction between Thansport Processing Functions and Resource Admissi
Control entities occurs in order to guarantee geded bandwidth for the channel. This may happemiamber
of cases, for example when the multicast chanmabtipresent at network access node to which teeisis
connected, or when the ITF wishes to join a mutichannel with different QoS requirements (e.gpiag from
a SD to a HD channel),

Appendix E gives a more detailed description of Thensport Processing Functions and the relatidh Résource and
Admission Control for an XDSL access network.

6.5.2 Scheduled Content service session teardown pr  ocedure

Authenticati

bentceion
Management

2. Tear down session

Transport Resource
ITF Processing Admission
Functions Control

1. Tear down session

[
L

v

Response

3.

4. Release resources

6. Response
d

)

7. Leave Channel

v

Figure 6-27: Scheduled Content service Session Teawn call flow

Figure 6-27 shows a typical call flow for tearingwh a scheduled content session. The followingdsef description of the
steps in the flow. The call flow assumes that aqmedition for clearing a channel has occurredhsagthe ITF being
powered off, or the user switching to a CoD servite.

1. The ITF sends a session tear down request tautieentication & Session Management FunctionaltiEgEE).

2. The Authentication & Session Management Funeti@mtity forwards the request to the IPTV Control
Functional Entity (FE).

3. The IPTV Control FE updates its internal staifegquired, and sends a response back to theeitittation &
Session Management FE.

4. If resources have been reserved for the chativeeAuthentication & Session Management FE regbgselease
to the Admission Control FE

5. The Admission Control FE responds back to ackedge the release
6. The Session Management FE forwards the resporke ITF
7. The ITF sends a request to the Transport PrimgeBsinctions to stop streaming;

8,9. (optional) Internal to the Transport Procegsii, if the multicast channels are no longer néexdehe access
node for other users, the Transport Processingteleaicts with Admission Control to release the eissed
resources.
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6.6 Push Content session management procedures (man  aged
networks)

The Push procedure defines a mechanism for supgdRIiTV Service Provider initiated IPTV servicesfas example, Push
CoD.

The content can be pushed to an OITF, asynchropalisgling the period when the user is registerati thie IMS domain.
The Push Content session management proceduretariiplly be used to deliver personalized conterdther information
to the OITF, in a personalized way, depending @t psofile, user preferences or explicit interests.

The Push Content Session Management Proceduieefondnaged network can be based on a similar puoeatteady
defined in other standards.

Figure 6-28 depicts an informational flow for thesk procedure, applied to the Push CoD service.

IMS Gateway
) Authentication
OITE IG-OITF Auth/Session and Session IPTV CDN xx
Server Mgmt Control
Management

_ 1. SIP: MESSAGE (R-URI=user)

Accept-Contact: +g.oma.sip-push
Body=Content-URL

_ 2. SIP: MESSAGE (R-URI=user)

Accept-Contact: +g.oma.sip-push
Body=Content-URL

3. Invoke Third Party Notification
(download=Content-URL)

4. Third Party
notification procedure

8. Content Download

«

5. Operation Result

" 6. SIP: 200 OK

" 7. SIP: 200 OK

v

v

Figure 6-28: Call flow for pushed content session amagement

The following is a brief description of the stepghe flow:

1. The IPTV Control sends a SIP MESSAGE to the Antitation and Session Management FE; the SIP
MESSAGE includes:

* In the Accept-Contact header a specific tag identifying that the MESSAGHelated to a Push
procedure;

* Inthe body, the&Content-URL of the content to be downloaded by the OITF.

2. The SIP MESSAGE is sent to the user IMS Gatemlzsre it is intercepted by the Authentication/Sassi
Management function

3. The Authentication/Session Management functimokes the third party notification functionality the 1G-
OITF Server function.

4, The IG-OITF Server function starts the notificatprocedure in the OITF using a DAE.
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6-7.

6.7

Two possible solutions for the notification proceslare

* “Third Party Notification Procedure”: In this solom the IG-OITF-Server sends the appropriate
CEA-2014 [Ref 3] operations so that the OITF caspldiy the appropriate message. In more detail:

0 The IG-OITF Server creates locally the notificatroessage (multicast) and sends it to the
OITF. This message contains the reference/linkéd'motification content”.

o The OITF receives the notification message andddanim IG-OITF Server, the content
referred to by the “notification content”. In théase the “notification content” contains a
scripting object (which includes tt@@ontent-URI) that triggers, on the OITF, the download
of the content from the CDN.

0 The OITF sends the response to the IG-OITF Seiffter the “notification content” has
loaded;

«  UPnP GENA [Ref 28]

The IG-OITF Server function reports the OperafResult to the Authentication/Session Managenfenttion
on the IMS Gateway;

The response to the SIP MESSAGE is forwardetié IPTV Control via Authentication and Session
Management;

The OITF executes the scripting object (recehaxng the third party notification procedure [s#) and starts
the downloading of the content from CDN. Note tttegt OITF Ul client must have the “notificationsdtip
capabilities active.

User Profile Management

User profile management refers to the set of ojmeratthat allow a user to manage his profile. Tinddudes the ability to
create, fetch, modify, delete, or replace the peofi

Below is an example for a call flow to illustratetroles played by different entities involved seuprofile management

6.7.1

Profile Fetching - Unmanaged Model

This use case includes an end user fetching hfdegropdating it and then uploading it. The d&lw for this use case is
shown in Figure 6-29.

The following is a brief description of the steps:

1.
2
3.
4
5

An end user, through the GUI, selects the grdétching option.

The OITF sends an HTTP GET request to the IP&WiSe Profile FE. The request includes the usentitly.
The IPTV Service Profile FE authenticates ther itentity.

The response is returned.

The IPTV Service Profile FE verifies the autlation policies associated with the profile agathstidentity in
the incoming request and subsequently returnsribfdepto the OITF in a 200 OK.

The received profile is displayed to the user wadgrms the desired updates, and is ready nowltadpghe new
profile.

6.
7.

The end user, through the GUI, selects the lprafidate option.

The OITF sends an HTTP PUT request to the IP&WiSe Profile FE. The request includes the usemtity.
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8. The IPTV Service Profile FE authenticates ther igentity.
9. The response is returned.

10. The IPTV Service Profile FE verifies the authation policies associated with the profile agathg identity in
the incoming request and subsequently returnset®iii F a 200 OK after updating the profile.

The GUI displays to the user the received response.

IPTV

User .
OITF D . Serv[ce
Profile

1. User selects J 2. HTTP Session setup request (GET message to Fetch Profile)

Profile
Management 3. Authenticate User (User Identity)

Option -

v

4. Authentication Response

v

5. HTTP Session setup response (includes the user profile)

Display Received
Profile

User performs
the update

7. HTTP Session setup request (PUT message with updated Profile)

v

6. User selects

M Profile 8. Authenticate User (User Identity)
anagement <
Option 9. Authentication Response

v

| 10. HTTP Session setup response - 200 OK

User gets a
success indication

Figure 6-29: Profile fetching, and update in the Umanaged Model

6.8 Parental Control for CoD

An example of parental control within the contekGoD services, and using communication serviaefers to the ability of
the IPTV solution to seek, real-time, parental atitation when an end-user engages with the IPBtesy for CoD
selection and if the profile of that end-user imks such a need.

Section 6.8.1 provides an example for a call flovilltistrate the roles played by different entitiegolved in parental
control within the context of a CoD service.

Note that scope of parental control extends beyowid service and a similar approach can be envistgesther services,
leading eventually to a parental control framework.

6.8.1 Browser-Based Portal CoD Application
This use case is about an end user engaging vethPthv system for the purpose of selecting a Co@fanwhom parental
control has been activated in the IPTV serviceil@of

The call flow for this use case is shown in Figef80. The following is a brief description of tsteps:
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1. The end user, through the GUI and the OITF, bemnthe CoD application and makes his choice rewped
CoD.

The CoD application verifies with the IPTV Servieeofile if parental authorization is required, atetermines that it
is needed in this case.

2. The CoD application returns an HTTP respongbddITF to inform the user that parental authdidzreis
currently being sought, before the selected cortentbe made available for viewing.

3. The CoD application sends a request to the IE®ktrol FE to request parental authorization fersbbject end-
user. The CoD application includes all informati@eded in that regard.

The IPTV Control FE can use various means to olite@mequired authorization. For example, IMS camitation
services, such as SIP messaging, or SMS can bdasbethin such an authorization. Other means tsmtse
envisaged such as e-mail.

4. Once the CoD application receives such an aizthtayn, it can send a SIP MESSAGE to the end-tssardicate
that parental authorization is granted.

Following that, a normal Unicast VoD session isbbshed for the desired content.

IPTV CoD IPTV VoD
Control Application Profile CcC

End User Authorizer

OITF IG ASM

1. User selects Video

[
»

CoD determines that
parental authorization
2. HTTP Response (Notify end user that parental is required.
_qauthorization is sought

3. Parental

¢ authorization required

Authorization is granted using Communication Services

4. Parental Authorization Granted (Service URN)

«

Normal unicast CoD Session setup procedure

Figure 6-30: Parental Control for Browser Based ColPortal

6.9 Service and Content Protection

For service and content protection, this specificasupports two approaches:

1. aterminal-centric approach that is Marlin-based, that uses OMAftitenats (PDCF, DCF) for protection of files,
and that supports Marlin IPTV ES encryption, ECMghbfrom IPTV ES and IEC 62455 [Ref 32], for MPEG-2
transport stream protection; and

2. agateway-centric approach in which the CSP Gateway Function (C@jpetis a framework enabling alternative
solutions, and that uses a DLNA-based protectiberse between the OITF and the CG.
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6.9.1 Terminal-centric Content and Service Protecti on

In the terminal-centric approach, the CSP functiothe OITF and the CSP-T functional entity on Brevider Network
exchange messages related to service and contdation over the UNIS-CSP-T reference point.

6.9.2 Gateway-centric Content and Service Protectio n

In the gateway-centric approach, the CSP Gatewagtin (CG) inside the Residential Network and@&P-G functional
entity on the Provider Network exchange messadageteto service and content protection over théSJNSP-G reference
point. The HNI-CSP reference point between CG alitF@®) uses a DLNA-based protection scheme. The-AGC
reference point provides the connection betweerlCtBeand the Application Gateway (AG).
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7. Interworking between IPTV and Communication
Services (Informative)

7.1 Caller ID

The Communication Service Caller ID feature alldhe display on an OITF of the Caller Id for an iming voice call.
When a user receives a voice call, informationteelao the Caller ID is sent to the Caller ID eralftom the network
managing the call. Using session management proegdihe OITF is able to display the caller’s idtgr(and the called
identity, if needed) on the OITF display device.

In a managed network, it is important to ensuré tha

0 The user has subscribed to such a service, faaitities and E.164 numbers [Ref 20] (POTS, IM8m#) SIP
phones, etc) for which he would like to receivel@alD notifications.

o0 The networks (POTS, mobile, IMS) managing the itiestand the incoming calls, are able to notify tRTV
Control server of information related to incomirmjce calls.

0 The Caller ID enabler FE, upon receiving this nadifion, can generate and send a message to the @Idrder to
display the related call information.

The notification mechanism between the Voice Nekwaord the Caller ID enabler is out of scope of ffiscification.

Figure 7-1 shows an informational call flow for tBaller ID communication service.

IMS Gateway
. Authentication © PZF-’ ti Other Network
OITF IG-OITF Auth/Session and Session ommunication (POTS, PLMN,
Server Mgmt Enabler IMS...)
Management (Caller ID enabler)

1. Incoming Voice

¢ Call Notification
2. SIP: MESSAGE (R-URI=user)

Text=Callerld, Calledld

3. SIP: MESSAGE (R-URI=user)
Text=Callerld, Calledld

4. Invoke Third Party Notification\
(display=Callerld, CalledID)

6. Operation Result |

5. Third Party
notification procedure
" 7. SIP: 200 OK
9. Display 8. SIP: 200 OK
Information

Figure 7-1: Call flow for presentation of caller ID

v

The following is a brief description of the stepghe flow. As a precondition, the User must be lid§istered via the
Authentication and Session Management prior tateflow.

1. A network (POTS, PLMN, IMS ...) notifies the Call® enabler about an incoming voice call relaied
POTS, PLMN, IMS number/identity associated withlRmV user. This message contains the caller’s identity
(caller ID) and called identitycalled ID), but should also carry additional informatiore (ithe network
originating the notification, etc.)
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2. The Caller ID enabler generates and sends MEFSAGE (that includes thaaller Id, thecalled I1d, additional
information) towards the Authentication and Sesditamagement FE associated with the End User.

3. The SIP MESSAGE is proxied to the IMS Gatewalyere it is intercepted by the Authentication andsg&m
management function.

4, The Auth/Session Mgmt. function in the IG invekhbe third party notification functionality of th&-OITF
Server function.

5. The IG-OITF Server function starts the notificatprocedure via the DAE.
Two possible mechanisms for notifying the OITF are:

0 “Third Party Notification Procedure”: With this meanism the 1G-OITF-Server sends the appropriate
CEA-2014 [Ref 3] operations so that the OITF capldiy the appropriate message. In more detail:

= The IG-OITF Server creates locally the notificatroessage (UPnP multicast) and sends it to
the OITF. This message contains the referencetinke “notification content”.

= The OITF receives the notification message anddofsdm the 1G-OITF Server, the content
referred by the “notification content”. In this eashe “notification content” contains the
information to be loaded and displayed on the OITF.

= The OITF sends the response to the IG-OITF-Seffter the “notification content” has loaded;
0 Use of UPnP GENA [Ref 28]

6. The IG-OITF Server reports the Operation Resulhe Authentication and Session Management. iomab the
IMS Gateway.

7-8. The response to the MESSAGE request is foredatd the Caller ID enabler via the Authenticatéomd Session
Management FE.

9. The OITF displays the information on the screen.

7.2 Messaging

The Communication Service Messaging allows a useend and receive textual messages to and froen atlers (or a list
of users). When a user receives a textual mesiagelisplayed by the OITF on the screen.

The messages are sent and received without ingjiaticommunication context; thus no communicatimmtext state is
stored in the IPTV Solution.

In order to support the Communication Service Mgsgg an Instant Messaging Enabler functionalitysed in the Person-
to-Person Communication Enablers FE.

The Open Mobile Alliance (OMA) has specified an ldeafor Instant Messaging (IM) that allows thecleange of Instant
Messaging messages between users in near realb@sed on the IETF SIP protocol [RFC3261] [Refwith SIMPLE and
3GPP extensions. The procedure described in thigtehis aligned with the “Pager mode” functionedit specified in
OMA “Instant Messaging using SIMPLE” (OMA-ERP-SIMELIM-V1_0-20070816-C) [Ref 22].

The application running on the OITF sends and wesaimessages using either:

= A DAE application (HTML + ECMAscript [Ref 23]) dowoaded to the OITF

or

= A native application on the OITF
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7.2.1 Outgoing messaging

Figure 7-2 shows an example of outgoing messagingraunication service, followed by a brief descoptof the flow.

© © N o 0

IMS Gateway

P2P
Communication

IG-OITE Authentication

o= Server

and Session

Management Enabler

(IM Enabler)

1. HTTP POST (message, orig user, dest user)

2. Invoke Messaging (...)

3. SIP MESSAGE (R-URI=dest user)
Body=message

4. SIP MESSAGE (R-URI=dest user)
Body=message

5. SIP: 200 OK
SIP: 200 OK <

6.
Operation Result <

7.
<

8. HTTP 200 OK
d

<

9. Display
Textual
Message

Figure 7-2: Call flow for an outgoing messaging comunications service

A user logged onto an OITF enters the text nggssdhe OITF sends an HTTP POST message inclaldentext
to be sent, the originating user identification &me receiving user identification (or list of useto the IG-OITF
Server function in the 1G.

The IG-OITF Server function intercepts the HTF€Quest and invokes the Authentication/Session gemant
function in the IG to send the text.

The Authentication/Session Management functiothé IG composes a SIP MESSAGE (that includesekieial
message) and sends it to the user’'s home Authé&aticend Session Management FE.

Based on the originating filter criteria wittetbser, the SIP MESSAGE is forwarded to the appatspiv
Enabler FE. This IM Enabler FE is in charge of dieéivery the text message to the final receivereoeivers in
the list.

A 200 OK is received as a response from theiteting network.

The 200 OK is proxied to the IMS Gateway.

The IG Auth/Session Mgmt function sends the ajj@n result to the IG-OITF Server.

The IG-OITF Server sends a 200 OK to the OITR essponse to the HTTP POST operation.

The OITF displays the information result on sicecen.
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7.2.2 Incoming messaging

Figure 7-3 shows an example of incoming messagdngneunication service, followed by a brief descoptbf the flow.

IMS Gateway

Authentication P2P

IG-OITF and Session Communication

Sl Server

Management Enabler
(IM Enabler)

1. SIP MESSAGE (R-URI=user)
~ Body=message
3. SIP MESSAGE (R-URI=user)
N Body=message
3. SIP MESSAGE (R-URI=user)

<

Body=message
' 4. Invoke Third Party Notification

5. Third Party (display=message)
notification procedure

9. Display
Textual
Message

6. Operation Result
7. SIP: 200 OK

" 8. SIP: 200 OK

v

Figure 7-3: Call flow for an incoming messaging comunications service

1. A text message has been sent to the user andsatio the IM Enabler function, responsible fomaging the
message delivery to the final receiver (or the sibetonging to list).

2. The IM Enabler function sends a SIP MESSAGEt(itheludes the text message that will be displayadhe
OITF) to Authentication and Session Management.

3. The SIP MESSAGE is proxyed to the user IMS Gatgwvhere it is intercepted by the Auth/Session Mgm
function in the 1G.

4, The IG Auth/Session Mgmt function invokes thiediparty notification functionality in the IG-OITEerver
function.

5. The IG-OITF Server starts the Third Party Notfion Procedure. In particular the IG-OITF sermsappropriate
CEA-2014 [Ref 3] operations so that the OITF digplthe appropriate message. In more detail:

a. The IG-OITF Server function creates locally théifimation message (multicast) and sends it to@HEF.
This message contains the reference/link to théffoation content”.

b. The OITF receives the notification message anddpfidm the IG-OITF Server, the content referrethyo
the “notification content”. In this case, the “rftation content” contains the information to baded and
displayed on the OITF.

c. OITF sends the response to the IG-OITF Server fondn the 1G after the “notification content” load;
6. The IG-OITF Server reports the Operation Resulhe |G Auth/Session Mgmt function in the IMS @aay.

7-8. The response to the MESSAGE request is forgeatd the other network via Authentication and Bess
Management.

9. The OITF displays the information on the screen.
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7.3 Chatting

The Communication Service Chatting allows a us@stablish a communication context with another ose&vith a group
of users, so that the IPTV Solution allows the usesend textual messages within a communicatiotesd and have all
other users in that context receive the message.

The messages are sent/received within a commumricetintext; the state of the communication contestored in the IPTV
Solution.

In order to support the Communication Service Gigtian Instant Messaging Enabler functionalitintsoduced. OMA
(Open Mobile Alliance) has specified an enabledifstant Messaging (IM) that allows the exchangiefant Messaging
messages between users in near real-time, bagbe tBTF SIP protocol [RFC3261] [Ref 21] with SIMBland 3GPP
extensions. The procedure described in this chigptdigned with the “Session mode” functionalig/specified in OMA
“Instant Messaging using SIMPLE” (OMA-TS-SIMPLE_IM%t_0-20070816-C) [Ref 22].

7.3.1 Chat session setup

Figure 7-4 shows an example of a chatting ses&bos (i.e. communication context set-up), follovigda brief description
of the flow. In this case the chatting templatgeserated and presented to the user directly b@thE. The chatting
template could be also generated by the IG, wjilbaedure including initial steps analogous todhes presented in
Section 7.4.2.1.

IMS Gateway

Authentication P2p

IG-OITF and Session Communication

Sl Server

Management Enabler
(IM Enabler)

1. HTTP POST (chat init, orig user=A, dest=Chat-URL)
»
Ll

2. Invoke Chat Initiation()

3. SIP: INVITE (Chat-URL)

\ 4

4. SIP: 200 OK
<

<

5. Operation Result < Chat Session >

HTTP: 200 OK (HTML + ECMA Notification Script)

6.

7. In-session
Notification Procedure
setup

Figure 7-4: Call flow for Chat session setup

1. A user logged onto an OITF wants to set up asdssion. The OITF presents a template to kefilp by the
user; the user fills the template and the OITF semdHTTP POST message including the needed infamma
(e.g. originating user and the Chat-URL) to theQG+ server.

2. The IG-OITF Server intercepts the HTTP requastiavokes the IG Auth/Session Mgmt function towgeta chat
session.

3. The IG Auth/Session Mgmt function composes alSNATE (including the originating user and the GHhiRL)
and sends it to the user's home Authentication@egsion Management FE in order to establish asglsaton.
The SIP INVITE is proxied to the IM Enabler functithat manages the chat session (The details ofngH#3age
exchange are not shown here).
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7.3.2

A 200 OK is received as a response from the hdliter function and it is proxied to IMS Gatewarygda chat
session is established between the I1G and the IablEn

The IG Auth/Session Mgmt function sends the afi@n result to the IG-OITF Server function.

The IG-OITF Server subsequently sends a 200dtKet OITF as a response to the HTTP POST oparatio
containing the result page (which will be updatdtew a chat event is received) and an ECMA Notificat
Script, that will be run by the client in orderget-up an In-Session Notification Procedure.

The OITF sets up an In-Session Notification Bdace (XML HTTP request or Persistent TCP Connadiiode)
with the IG-OITF Server function in the IG. The [@TF Server function will then be able to send &fiwation
message to update the OITF Ul page dynamicallyouitthe need to reload the XHTML page.

Chat outgoing message

Figure 7-5 shows an example of chat outgoing mesdatiowed by a brief description of the flow.

IMS Gateway

Authentication P2pP

IG-OITF and Session Communication

il Server

Management Enabler
(IM Enabler)

< 1. Chat Session >

2. HTTP POST (chat msg, orig user=A, dest=Chat-URL)

3. Send Chat Messaging()

4. MSRP: SEND (intoghat Session)

v

5. 200 OK P
Operation Result [ «

6.

8. In-session
Notification Events

Figure 7-5: Call flow for a Chat outgoing message

A user logged on an OITF has already establishatht session (for details, see section 7.3 th) the IM
Enabler function for a specific Chat-URL.

A user wants to send a text message in thatselsaton. The OITF sends an HTTP POST messagglinglthe
information needed (text to be sent, the origiratiser and Chat-URL, etc.) to the IG-OITF Server.

The IG-OITF Server intercepts the HTTP requastiavokes IG Auth/Session Mgmt function to senel tiéixt in
a chat session.

The IG Auth/Session Mgmt function composes a RFEND message (that includes the text message) and
sends it, in the chat session, to the user’'s hagheark Authentication and Session Management foneti
entity. The MSRP message is proxied to the IM Eeratinction.

A MSRP 200 OK is received as a response froniMhEnabler function and it is proxied to IMS Gatay
The IG Auth/Session Mgmt sends the operatioultr&s the 1G-OITF server.

The IG-OITF Server subsequently sends a 200dtKe OITF as a response to the HTTP POST operation
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7.3.3

The IG-OITF Server, if needed, performs the seagy CEA-2014 [Ref 3] operation so that the OlTdplays the
result information on the screen, using the In-BasNotification established earlier during the thassion set-
up procedure.

Chat incoming message

Figure 7-6 shows an example of a chat incoming agessollowed by a brief description of the flow.

IMS Gateway

OITF

P2P
Communication

Authentication

IG-OITF

and Session
Server

Management

Enabler

6-7.

7.3.4

(IM Enabler)

< 1. Chat Session

3. MSRP: SEND (R-URI=user)

2. MSRP: SEND (R-URI=chat#)

"~ Text=Message

4. Invoke In-Session Notification
o
5. In-session (display=Message)
Notification Events
6. Operation Result

" 7. 200 OK

v

Figure 7-6: Call flow for a Chat incoming session

A user logged on an OITF has already establishgtht session (for details see section 7.3.1) thi IPTV
Control.

The IM Enabler function receives a MSRP SENDsage (that includes the message to be delivergmbto
OITF) from another user in the chat session (ifiedtiby a Chat-URL).

The MSRP SEND message is proxied via Authembicatnd Session Management to the user’'s IMS Gatewa
where it is intercepted by the IG Auth/Session Mduniction.

The IG Auth/Session Mgmt function invokes theséssion Notification functionality in the 1G-OlT$erver.

The IG-OITF Server performs the necessary CER4JRef 3] operation so that the OITF displaysitiessage
on the screen, using the In-Session Notificatidgatdished earlier during the chat session set-opguture. The
IG-OITF Server reports the Operation Result tolaéuth/Session Mgmt function on the IMS Gateway.

Finally, the response to the MSRP SEND mestsafgewarded to IM Enabler via the Authenticatiamd Session
Management FE.

Chatting session teardown

When the user wants to end the chat session, faripsrthe needed actions on the OITF (e.g. pushibgtton). This

causes:

= the In-session Notification tear down;

= aterminating message to be sent to the IG;

= the tear down of the chat session between thenti3tee IM Enabler, through standard IM session-martkIMS
tear-down procedures.
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7.4 Presence

7.4.1 General Description of Presence in IPTV

IPTV services may be combined with Presence sepapability. The mechanisms used in order to combATV services
with the Presence service capabilities may alsosied for other purposes such as:

= Gathering channel statistics and user behavioorrnmdtion.
=  Supporting session continuity between differenniaals
The ITF must be able to collect and send Presericamation related to:
= the end user (e.g. status of the end user);
= the IPTV service activated (e.g. Scheduled ConteoD, PVR);

= the IPTV program watched (e.g. channel currentbeased, program currently watched, content cugrentl
accessed);

= other information the ITF can manage (e.g. in adsehybrid ITF - IPTV and DTT capable - channesgram
accessed/watched on DTT; in case of a combinedye@nt — unmanaged and managed models are botledrab
channel/program accessed via an unmanaged network).

It is the user's decision (through the use of gyvareferences) as to which specific IPTV attrilsuteinclude in the
Presence information that is made available toraikers.

Figure 7-7 and Figure 7-9 show two examples oseof the Presence service with IPTV.

Figure 7-7 shows the mechanism proposed in ordaltdes an ITF to communicate Presence information.

Authentication

ITF and Session IPTV
f : Management il
User interaction
or
channel/content
information

—

1. Presence Information

»
2. Presence Information
>

»

Response

3.

4. Response

<«

Figure 7-7: Call flow for sending Presence informabn to IPTV Control

The IPTV Control can forward and aggregate thedtes information collected towards other entiteeg.(external
Presence Server, other specific application sebasgd on internal policies/rules.

The ITF may also collect and send the IPTV Presarfoemation to the P2P Communication Enabler (Bnes Enabler)
directly, as shown in Figure 7-8.
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P2P
Communication
Enabler
(Presence Enabler)

Authentication
and Session
Management

ITF

User interaction
or
channel/content
information

\>

1. Presence Information

»
»
2. Presence Information
|-

»

3. Response

<

4. Response

Figure 7-8: Call flow for sending Presence informabn to the Presence Enabler

7.4.2 Presence Session Management Procedures

The Communication Service Presence allows multipkrs of an ITF to communicate their presence inédion inside an
IPTV Service network. A user (A) can subscribeh® presence information of other users (B,C ... hsb twhen one of
these users changes his Presence status useill(fgceive a notification of this change.

The OMA (Open Mobile Alliance) has specified anl@eafor Presence allowing the management of tilectmn and the
controlled dissemination of presence informatioerav SIP/IP network. The enabler is based on th& I&P protocol
[RFC3261] [Ref 21] with SIMPLE and 3GPP extensiofise procedure described in this section is aligmitll the
procedures specified in OMA “Presence SIMPLE Spestibn” (OMA-ERP-Presence_SIMPLE-V1_0_1-20061128-A
[Ref 24]
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7.4.2.1 Presence session set-up — Presence template

IMS Gateway

IG-OITF

Sl Server

produced by the IG

1. HTTP: GET (presence subscription form)

200 OK (HTML page)

2.

3. HTTP: POST (presence sub, orig user=A, dest=B)

4. Invoke Presence Subscription()

»

5. SIP: SUBSCRIBE ().

Authentication P2P
and Session Communication

Management Enabler
(Presence Enabler)

[
»

6. 200 OK

7. Operation Result <

‘8. 200 OK (HTML + ECMA Notification Script)

9. In-session
Notification
Procedure Setup

>
<

 11. Invoke Third Party Notification

(display=Presence information)

12. 200 OK

10. SIP: NOTIFY (Preseﬂce information)

\ 4

13. In-session
Notification Events

14. Operation Result

>

v

Figure 7-9: Call flow for Presence session setup

The following is a brief description of the stepghe flow:

1. A user logged on to an OITF wants to subsclidé presence events associated with anothepusegroup of
users. The OITF sends an HTTP GET message toatsait to fetch a template form to be filled upthg user.

2. The IG-OITF Server intercepts the request atdme an HTML form document to be filled out by tred user

in a 200 OK message.

3. The OITF sends an HTTP POST message includangdmpleted template form to the 1G-OITF Server.

4. The IG-OITF Server intercepts the message arakes the appropriate operation in the Auth/Sesksigmt.

function in the IG.

5. The Auth/Session Mgmt. function in the 1G creadeSIP SUBSCRIBE message with the appropriatenregtion
and sends it to the Authentication and Session gemant FE in the user's home network.

6. A 200 OK is received as a response from the owtw

7. The Auth/Session Mgmt. function in the |G setidsoperation result to the IG-OITF Server.

8. The IG-OITF Server sends a 200 OK to the OITR essponse to the HTTP POST operation, whichaganithe
result page (which will be updated when a preseweat is received) and an ECMA Notification Scthyt is
run by the client in order to set-up an In-Ses$latification Procedure.
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10.
11.
12.
13.

14.

7.4.3

The OITF sets up an In-Session Notification Bdace (XML HTTP request or Persistent TCP Connadiiode)
with the IG-OITF Server. The IG-OITF Server wilkth be able to send a notification message to uphet®ITF
Ul page dynamically without the need to reload Xl ML-page.

The Auth/Session Mgmt. function in the 1G reesia NOTIFY message that includes the Presentes sta
The Auth/Session Mgmt. function in the IG ineskhe In-session notification function in the IGFD Server.
The Auth/Session Mgmt. function in the 1G regg®to the NOTIFY with a 200 OK message.

The IG-OITF Server performs the necessary §siea notification operation (CEA-2014) [Ref 3] tbie OITF to
display the presence information to the end-uskMNATIFY messages, for this subscription, are daied
within the In-Session Notification session, estidid in step 9.

Finally the IG-OITF Server sends back to theAldh/Session Mgmt. function the operation result.

Scheduled Content and fast update rate events  case

When channel switching during a Scheduled Contemiice, users will likely be able to zap betweesetof channels within
the same “bouquet” (e.g. channel with the same Wt requirements) without further signalling rteld to the Service
Setup Session (from ITF to IPTV Control). In thise, sending presence information each time thechsages channel
may lead to a heavy load on the network (e.g. & @d zapping). In order to reduce and control ipbs®verload caused by
frequent channel hopping, it shall be possibledfingé some mechanisms that is able to limit the lmemof publications of
channel change. In particular, two instances offraeisms can be foreseen:

Client side — configurable delay: the ITF clienbsld not inform the IPTV Control about several cengive
channel changes within the delay period. When #ee stops zapping, information about the watchechicél
should be sent to the IPTV Solution. The delay tiha is used may be configurable.

Server side — rate control: The IPTV Solution sdadntrol the rate of information sent by ITF cliso it can
decrease the frequency of publication of changermtla

Figure 7-10 and Figure 7-11 provide examples afjaadling flow for channel switching, for the caseClient side and
Server side load control, respectively.
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Authentication
) IPTV
ITF & Session Control
Management
0. Change channel
— 1. Presence information Request
a) Change channel change channel " 2. Presence information Request
—> [

»
change channel

b) ChangeranneL 3. Presence information Response

Zapping

A

4. Presence information Response change channel
z) Change channel 4
—>

change channel

5. Change channel

_— . .
6. Presence information Request

v

change channel 7. Presence information Request
>

change channel
8. Presence information Response

A

9. Presence information Response change channel

A

change channel

Figure 7-10: Scheduled Content (Broadcast TV) charel switching; Client Side load control

0. The ITF leaves a multicast channel and joingheranulticast channel with the same QoS requirésnen
a. A delay may be applied. If the user switches chbagain during this delay time, the flow is restdrait
step O.
b. (seea.)
c. (seea.)

d.
The ITF sends information about which channat th being watched.

The Authentication and Session Management Fiesdbe information to the IPTV Control.

IPTV Control responds to the Inform channel gerequest.

AP W DR

The Authentication and Session Management rah&esesponse to the ITF.
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Control
Management
0. Change channel
— 1. Presence information Request
change channel " | 2. Presence information Request

»
change channel
3. Presence information Response
dl

-
4. Presence information Response change channel
i

~ change channel

Figure 7-11: Scheduled Content (Broadcast TV) charel switching: Server Side load control
The ITF leaves a multicast channel and joingheranulticast channel.
The ITF sends information about which channékeimg watched.

The Authentication and Session Management Ftesahe information to the IPTV Control.

w N PO

IPTV Control checks the rate notification froneti TF and responds to the Inform channel changeest; also
sent in the response is an info (rate of publicgtio decrease the frequency of sending the cheimaenel
information.

4, The Authentication and Session Management Fiesdhe response to the OITF which updates its rawenof
publication.
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8. Interworking ITF with DLNA devices (Informative )

The following is a high level signal flow which skie how “DLNA functions” in the OITF interwork witbLNA compliant
devices. In all use cases described in this sedtienDLNA Function in the OITF serves IPTV contembther DLNA
devices which implement the appropriate DLNA deitzss or DLNA device capability. However, in gealg“DLNA
functions” in the OITF may support other DLNA dewiclasses or DLNA device capabilities, such as DLDgital Media
Player (DMP), in order to support accessing AV eoh{which may not be IPTV content) which are sdrvg other DLNA
devices. For further information about DLNA systasages, please refer to DLNA Networked Device trgerability
Guidelines (October 2006) [Ref 2].

Basically, the signal flows between the ITF andRnevider(s) Networks are the same as defined isysthecification. The
signal flow between ITF and DLNA devices are thmeas defined in the DLNA guidelines. The high Iesignal flow in
Figure 8-1 is intended to show the relation betwihenPTV signal flow and the DLNA signal flow one assumption that
the DLNA function in the OITF converts IPTV protdspsuch as metadata access and media deliveigcptst on the fly to
DLNA protocols. In the case where the ITF has allstorage, the IPTV content in the storage magdreed to DLNA
devices; however, the following high level sigrialWs do not apply to these cases.

The IPTV content item served by the DLNA functiaande protected by DTCP-IP, with content usageiipewia the
content and service protection scheme of the IParviee.

Note that each call flow between the ITF and theviler(s) Networks can include an optional autteatitbn step to avoid
unauthorized access to IPTV services.
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ITF
DA (DLNA
Function)

After IPTV service
discovery, DLNA
function becomes
discoverable by
DLNA devices, or
ITF will start to
access other DLNA

IPTV Service
Provider Discovery

'PT_V IPTV IPTV Content
Service

Service Metadata Delivery

Provider Discovery Control Network

Discovery

devices. DLNA
function will act as

IPTV Service Discovery

DLNA device class
or DLNA device
capability O

DLNA Device
Discovery

DLNA media
management

protocols

Metadata Access

e.g. Content
Directory Access

DLNA media
transport
protocols

HTTP protected
by DTCP-IP

Media Stream

Figure 8-1: Relation between the IPTV and the DLNAsignal flows
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The DLNA guideline defines system usages, i.e.cases, showing how DLNA device classes and DLNAfions interact
with each other. Table 5 indicates what DLNA ussesacould be supported and how DLNA device clag3LdiA
functional capability should be implemented in BIeNA function of the OITF to realize each use cddete that mobile
networked devices, such as M-DMS, M-DMC, are r&telil in this table, but a mobile networked devimeasponding to a
home network device also apply to these systemessas)well.

DLNA system DLNA function in OITF DLNA Device(s) which interwork with the
usages (use cases) DLNA function in the OITF.
2 BOX PULL Digital Media Server (DMS) Digital Med@layer (DMP)
DOWNLOAD Digital Media Server (DMS) Download Conlier (+DN+)
3 BOX Digital Media Server (DMS) Digital Media Controll@@MC)
Digital Media Render (DMR)
Digital Media Server (DMS) Digital Media Renderer (DMR)

Digital Media Controller (DMC)

2 BOX PUSH Push Controller (+PU+) Digital MediariRerer (DMR)

UPLOAD Upload Controller (+UP+) Digital Media Senv(DMS) with upload capability

Table 5: DLNA system usages

8.1 2BOXPULL

Figure 8-2 shows the signal flow for the 2 BOX PUkystem usage where an OITF serves IPTV contemDbIP. In this
system usage, a user operates the DLNA Device winiplements the DLNA Digital Media Player (DMP)

The signal flow applies to the case when OITF auatically has access to the IPTV content.

DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMP) implements DMS) Control, CDN, etc)

* Assume IPTV service discovery

] ] * Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to

avoid unauthorized access to the
* A user selects IPTV service.

the DMS

* A user browses 1. CDS: Browse request
the content list
(step 1-4 could
be iterated)

v

N

Metadata Request

v

. Metadata Response

4. CDS: Browse response \

<

* A user selects
a content item to 5. HTTP: GET request
be rendered

" 6. Media Control: Start Streaming L

7. HTTP: GET response
I~ Media Stream

* A user stops 8. TCP close

rendering ~  T-------------cc-o---o- >
9. Media Control: Stop Streaming

v

Figure 8-2: Signal flows for a 2 BOX PULL system uage
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8.2 DOWNLOAD

The signal flow for DLNA download system usagehie same as for the 2 BOX PULL, except that the DLdé&ice
implements the Download Controller (+DN+) insteddh® DMP, and the media delivery on the netwodeswill be based
on a file transfer protocol instead of a mediaastring protocol. In this system usage, a user opetae DLNA device
which implements the DLNA Download Controller (+DN+

The signal flow shown in Figure 8-3 applies to tase when the OITF automatically has access ttPth¢ content.

DLNA ITF IPTV Service
Device (DLNA function in OITF (incuding Metadata
(+DN+) implements DMS) Control, CDN, etc)

* Assume IPTV service discovery

] ] * Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to

avoid unauthorized access to the
* A user selects IPTV service.

the DMS

* A user browses 1. CDS: Browse request
the content list
(step 1-4 could
be iterated)

v

N

. Metadata Request

\ A

. Metadata Response

A

4. CDS: Browse response |

<

* A user selects
a content item to 5. HTTP: GET request
be downloaded >
6. Initiate Media Transfer L

7. HTTP: GET response

Media Stream

—

8. TCP close

9. Complete Media Transfer

>
>

Figure 8-3: Signal flow for DLNA download system

8.3 3BOX

Figure 8-4 shows the signal flow for the 3 BOX systusage where the ITF acts as a DMS. The two DdbMices (DMR
and DMC) interwork with the DMS implemented in tB¢TF FE of the ITF. In this system usage, a userates the DLNA
device which implements the DLNA Digital Media Casiter (DMC).

The signal flow applies to the case where the Qdlifomatically has access to the IPTV content.
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DLNA
Device
(DMR)

DLNA
Device
(DMC)

ITF IPTV Service
(DLNA function in OITF (including Metadata
implements DMS) Control, CDN, etc)

* Assume IPTV service discovery

Assume DLNA device discovery

Assume DLNA device discovery

5. AVT: SetAVTURL

1

* A user selects the DMS

CDS: Browse request

* Each call flow between ITF and
provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

» 2 Metadata Request

v

3. Metadata Response

<

4. CDS: Browse response

<

6. AVT: SetAVTURL

\ 4

7. AVT: Play
d

8. AVT: Play

9. HTTP: GET Request

v

* A user browse content

list

(step 1-4 could be iterated)

* A user browses a cont
item to be rendered and

ent
DMR

‘11. HTTP: GET Response

»
" 10. Media Control: Start Streaming

412. AVT: Stop

13. AVT: Stop

14. HTTP: GET Request

* A user stops rendering

»

Media Stream

—

15. Media Control: Stop Streaming

\ 2

Figure 8-4: Signal flow for the 3 BOX system usage&here the ITF acts as a DMS

Figure 8-5 shows the signal flow for the 3 BOX systusage where the ITF acts as both a DMC and a. iM8is system
usage, a user operates the OITF which implemeatBtNA Digital Media Controller (DMC).
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DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMR) implements both DMC and DMS) Control, CDN, etc)

Assume DLNA device discovery

5. AVT: SetAVTURL

* Assume IPTV service discovery

* Each call flow between ITF and
provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

1. Metadata Request

v

‘2. Metadata Response

<

6. AVT: SetAVURL

7. AVT: Play

v

8. AVT: Play

9. HTTP: GET Request

\ 4

_11. HTTP: GET Response
-

v

* A user selects a content item
to be rendered and also DMR

* A user stops the rendering
' 12. AVT: Stop

13. AVT: Stop

14. TCP close

10. Media Control: Start Streaming L

Media Stream

15. Media Control: Stop Streaming

v

Figure 8-5: Signal flow for the 3 BOX system usage&here the ITF acts as both a DMC and a DMS
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8.4 2BOXPUSH

The signal flow for the 2 BOX PUSH system usageashthe case where the ITF acts as a DLNA Push Gltert(+UP+)
and is the same as the 3 BOX PUSH system usagewh®TF acts as both a DMC and a DMS. In thisesgausage, a
user operates the OITF which implements the DLNAHpeontroller (+PU+), as shown in Figure 8-6.

DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMR) implements +PU+) Control, CDN, etc)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

1. Metadata Request

v

Metadata Response

2.

* A user selects a content item
5. AVT: SetAVTURL to be rendered and also DMR

6. AVT: SetAVURL

v

7. AVT: Play

8. AVT: Play

v

9. HTTP: GET Request

» 10. Media Control: Start Streaming N

_11. HTTP: GET Response

Media Stream

* A user stops rendering
12. AVT: Stop

13. AVT: Stop L

14. TCP close

> 15. Media Control: Stop Streaming

v

Figure 8-6: Signal flow for the 2 BOX PUSH systemsage where the ITF acts as a DNLA Push Controller
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8.5 UPLOAD

Figure 8-7 shows the signal flow for the uploadeysusage where the ITF acts as a DLNA Upload @bdetr(+UP+). In
this system usage, a user operates the OITF wiiplements DLNA Upload Controller (+UP+).

DLNA ITF IPTV Service
Device (DLNA function in OITF (including Metadata
(DMS with implements Upload controller) Control, CDN, etc)
upload capability)

* Assume IPTV service discovery

* Each call flow between ITF and
Assume DLNA device discovery provider networks can include an
optional authentication step to
avoid unauthorized access to the
IPTV service.

1. Metadata Request

v

3. Metadata Response

* A user selects a content item
7. CDS: CreateObject to be uploaded to a DMS

<

8. CDS: CreateObject

\ 4

9. HTTP: POST Request

11. HTTP: Interim.

" 12. Initiate Media Transfer

Media File

—

13. Complete Media Transfer

[
»

14. HTTP: POST Response

>
»

Figure 8-7: Signal flow for a system usage where ¢hTF acts as a DNLA Upload Controller
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Appendix A.

Compliance of Architecture to the Requirements

Ref | Requirements | Compliance | Summary Specific Requirement | Comments and
Section clarification.
5 Service
Requirements
5.1 General Compliant General principles that
have been taken into
account in the
architecture
5.2 Provider Compliant Multiple IPTV service
Relationships providers. Single Sign-
on.
IPTV Service provider
with multiple SPP and
access networks
Simultaneous use of
managed and
unmanaged services.
5.3 Service
Categories
5.3.1 | Scheduled Compliant Scheduled content [1-1170] [R1] The | No architectural implication.
Content payment models. IPTV Solution shall The R1 architecture should
Service Manual configuration | Make it possible for thel achieve the 2 sec channel
of service access? user to configure (i.e. | change times assuming vide
Channel change times| manually enter) the GOP lengths are maintained
location of the IPTV at ~15 however the
resources providing the architecture does not
Scheduled Content include any architectural
Service. The location components designed to
may be the service itse|fpring channel change times
or a definition of the down to <500ms)
service and its
offerings.
[1-1180] [R1] Time
delay in switching from
one Scheduled Content
Service to another
should be minimized.
The time should be no
greater than 2 seconds
and the goal should be
<500ms.
5.3.2 | Contenton
Demand
(CoD)
5.3.2 | Common Compliant General requirements
A Requirements including trick play and
resume
5.3.2 | Streamed CoD| Compliant Live streaming and [1-1260] [R1] The | No specific provider domain
2 Requirements progressive download | IPTV Solution shall architectural support needeg
support the delivery of | to support progressive
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CoD as live streaming | download.
and progressive
download.
5.3.2 | Push CoD Compliant IPTV SP initiation to
3 individuals and groups
5.3.2 | Deferred Compliant
4 Download
CoD
5.3.3| PVR
5.3.3 | Local PVR Compliant | Scheduling via the user [1-1360] [R1] The | Not an architectural
A or via an application. | IPTV Solution shall requirement.
ensure that recordings
which are made at the
instigation of a Service
Provider are not visible
to other Service
Providers.
5.3.3 | nPVR Partially Scheduling via the use A description is needed in
2 Compliant | or via an application the architecture of how nPVR
is supported including how
the Content Storage database
is used for nPVR recording
and storing. Additional
interfaces between the IPTV
Control and content delivery|
are needed to control timer
based recording of live
multicast streams.
5.3.4 | Time Shift Compliant Yes
5.3.5| Service and | Compliant
Content
Navigation
5.3.5 | Service Compliant Requirements refer to
A Navigation portal —
5.3.5 | Content Guide| Partial [1-1540] [R1] The | Additional inter FE interfaces
2 (CG Compliant IPTV Solution shall may be required.
for network support filtering of
implementat Content Guide
ion information to show
different amounts of
Compliant detail according to
for yvhether the content
implementat item |s_pa_1rt of the
ion in OITE. subscription or not.
[1-1550] [R1] The
IPTV Solution shall
support filtering of
Content Guide
information according
to the rating of the item|
and the personal profile
(including parental
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controls placed if any)
of the user.

5.3.6

User
Notification
Service

Compliant

5.3.7

Advertising

Non
Compliant

[1-1620] [R1] The
IPTV Solution shall
support mechanisms fg
the insertion of
advertising graphics
and video content in
non-video (information
services.

[1-1630] [R1] The
IPTV Solution shall
allow for the selection
and presentation of
advertising material on
a regionalized basis.
[1-1640] [R1] The
IPTV Solution shall
allow for the insertion
of advertising material
utilizing network
located equipment.
[1-1650] [R1] The
IPTV Solution shall
allow for the insertion
of advertising material
utilizing home network
based equipment.
[1-1660] [R1] The
IPTV Solution shall
allow advertising
material containing
textual and graphic
items to be overlaid
with transparency into
video streams.
[1-1670] [R1] The
IPTV Solution shall
allow advertising
material containing
textual and graphic
items to be presented i
a horizontal “ticker
style” format with the
video stream.

NOTE: This format
should consume less
than 10% of the
available vertical
resolution.

[1-1680] [R1]  The

IPTV Solution shall

Needs a review to determine
whether all requirements cal
be implemented by
embedded applications or
network IPTV applications
without new architectural
components.

VHO add insertion. needs 4
new component and
interfaces in the network
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n

n n

support mechanisms fq
the user to log (e.g.
bookmark) individual
advertisement
information.
[1-1690] [R1] The
IPTV Solution shall
support various
advertising media such
as video, audio,
graphics, text.
5.3.8 | Communicatio|
n Services
5.3.8 | Caller ID Compliant The required asynchronous
A notification mechanism need
to be addressed.
5.3.8 | Presence Compliant The required asynchronot
2 notification mechanism need
to be addressed.
5.3.8 | Messaging Compliant The required asynchronoy
3 notification mechanism need
to be addressed.
5.3.8 | Chatting Compliant The required asynchronou
4 notification mechanism need
to be addressed.
54 Application
Deployment
and Execution
5.4.1| General Compliant
Requirements
5.4.2 | Common Compliant
Requirements
5.4.3 | Requirements| Compliant
Specific to
Browser
Applications
5.4.4 | Requirements
Specific to
Executable
Applications
5.4.4 | General Compliant
A Requirements
5.4.4 | Functional Compliant
2 Requirements
5.4.4 | User Interface | Compliant
3 Requirements
5.4.5 | Other Compliant
Requirements
5.5 Security
5.5.1 | Access contro
5.5.1 | Application Compliant Specific Architectural
A Security support not required.
5.5.2 | Authentication
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D

5.5.2 | User Compliant

A Authentication

5.5.2 | Application Compliant No specific Protocols and application

2 Authentication architectural support. environment definition — no
specific architectural
additions needed.

5.5.3 | Data Compliant No data export interfacd1-2440] [R1] The | The note is not part of the

Confidentiality defined. operation of the IPTV | requirement, as clarified by
Solution shall not the Requirements WG.
require disclosure of
information on each
item of content being
consumed by a user to
any party other than the
provider of each
specific item of content
NOTE: Wider
disclosure of
information may be
allowed either
following consent by
users or as a
consequence of
regulatory or legal
requirements.

5.5.4 | Service and | Compliant

Content Issue for SG

Protection / resolution

DRM pending.

5.5.5 | Communicatio] Compliant

n Security

5.6 Remote Compliant

Management | |ssue for SG

resolution
pending.

5.7 Registration Compliant No specific architectural
support. These requirements
are for the process of signin
up for a subscription.
Covered by O&M to service
profile interfaces. O&M not
including in the architecture.

5.8 Charging Partially [1-2770] [R1] When the IMS Service level charging i

compliant appropriate covered by existing IMS

relationships and charging capabilities.
agreements are in plac
between the access
network provider, IPTV
Service Provider and
SPP, the IPTV Solution
shall support a
mechanism for the SPH
can to aggregate
charging data with
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respect to usage of the
access network and/or
IP connectivity services
with charging data
generated with respect
to usage of Platform
Provider services and
the IPTV services of
IPTV Service
Providers.

5.9

Accessibility

Compliant

[1-2830] [R1] The No specific architectural
IPTV Solution shall support.
include facilities to Protocols issue
deliver services and
content with
accessibility
enhancements to aid
users with impaired
vision or hearing.
[1-2840] [R1] It
shall be possible for the
Service Provider to
include additional
service or content
components that
provide, for example a
subtitle (closed caption
stream, or an additiona
descriptive audio
stream.
[1-2850] [R1] It
shall be possible for the
user to conveniently
select the rendering of
such auxiliary streams
at the ITF.
[1-2860] [R1] The
IPTV Solution shall
enable accessible user|
interfaces for IPTV
services, e.g. for the
handicapped or elderly

154

5.10

Profiles

5.10.

User Profiles

Compliant

5.10.

Network
Resources

Compliant

5.10.

3

Content
“Parental”
Control

Compliant

5.11

Service
Portability

Compliant

5.12

Home
Network

Compliant

Access protocol translation
not covered by architecture.

5.13

Protocols and
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Data Formats
5.13. | Content Compliant
1 Formats
5.13. | Transmission | Compliant
2 Protocols
5.13. | Control
3 Protocols
5.13. | Content Compliant
4 Download
Protocols
5.13. | Metadata Compliant
5
5.14 | Data Export Non No interface defined
Compliant
5.15 | Managed
Network
Specific
Service
Requirements
5.15. | Network Compliant
1 Resources
5.16 | Open Internet| Compliant
Specific
Service
Requirements
5.17 | Hybrid Device| Compliant
Requirements
Table 6: Compliance to the Requirements
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Appendix B.  Proxy Description and GBA Single Sign-on (Informative)

This section introduces single-sign on architectiegfined for IMS, and known as the Generic Boops#echitecture (GBA)
[Ref 25], and the role the authentication proxy.

B.1 GBA Single Sign-on Architecture Description

Figure B-1 depicts the proposed GBA Single Sigraarhitecture. This architecture capitalizes ongkisting authentication
schemes that are deployed to register an ITF tod¢heork, and the shared secret between the ITFeartdin network
entities.

—
)  Secure Channel () Application
| Server

ITE |l Authentication | single

IAuthentication
Credentials

Figure B-1: GBA Single Sign-on Architecture

An ITF that desires to establish a secure chanitelam Application Server (AS) before accessingsberice must be able
to acquire a key to share with the AS for securimgommunication with that AS.

For that purpose, the ITF authenticates itself tusted node in the network dedicated for thappse. This is the role of the
GBA Single Sign-on function. Once successfully aaticated with the GBA Single Sign-on function, th€ generates
locally a master key that it uses to generate #yeté be shared with the AS. The Single Sign-orpEEorms the same
procedure and generates the same master key. dbedoire used to generate the key shall be knowrettl'F and the

GBA Single Sign-on function, and is based on exgsStandard mechanisms.

As previously stated, the master key generatelddanF and the Single Sign-on node is used to geéa¢he key to be shared
with the AS. In order to allow the ITF to share @ggte keys with the different ASs with whom it watd communicate, the
AS URI can be used in the generation of the shisegdn combination with the master key.

Later on, when the ITF attempts to activate theisey mutual authentication is required with the. &8rver certificates can
be used by the ITF to authenticate the AS. Follgwirat, a secure channel can be established. @eaeture channel is set
up, the user can be authenticated by the AS ubimghared key. The ITF uses the shared secrgtassword, and the AS
can fetch the same key from the GBA Single Sigriumction. Once mutual authentication is succesgfidihcluded by the
AS, it can verify if the user is authorized for thervice. Obviously that step is skipped if the maliauthentication cannot be
established. Service authorization is based ose¢héce access information in the user profile.

Figure B-2 depicts a call flow illustrating the alegorocedure:

1. The ITF authenticates itself with the GBA Sin§ign-on function using the same credentials us¢da IMS
registration process

2. The ITF generates a master key locally and tnsgskey to generate separate keys for all ASs witbm it
desires to communicate.

3. The GBA Single Sign-on function performs the sgrocess.

4, The ITF establishes a secure channel with theh& the AS’s public server certificate for thatpose.
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5. The AS fetches the shared key for that user tf@GBA Single Sign-on function.

6. The ITF then uses the shared key with the Ai&agmssword to authenticate itself. The AS compére received
password with the one fetched from the GBA Singtg®n function.

7. Mutual authentication is now completed and digigaexchange can start.

S IPTV .
ITE Authentlcgtlon User Slngle AS
Credentials : Sign-On
Profile

1. Authenticate with node using same credentials used for Registration

/\

2a. Generate Master Key 3a. Generate Master Key
2b. Generate AS key from 3b. Generate AS key from
master key master key

. Establish Secure channel with server using public certificates for server authenticatio>

5. Fetch User Key shared with AS

<

6. ITF authenticates itself using the shared key with the AS as a password

7. Mutual authentication completed and signaling exchange can start

AVANVA

Figure B-2: GBA Single Sign-on call flow

B.2 Authentication Proxy and Service Access in a multi-AS
Environment

The procedure presented in Figure B-2 shows tleafh must implement some specific procedures tabbeto capitalize
on the Single Sign-on procedure described abovis.i$mot desirable since it implies that every@st implement that
scheme. In order to alleviate the need for the ABatve to cope with that, a new node, the Authatitin Proxy node, is
introduced in the network. Figure B-3 depicts santarchitecture.

Within that architecture, the Authentication Prq&P) plays the same role depicted by the AS inptleeious section. The
advantage of such an approach are numerous: apliczrvers don’t need to do anything speciahat tegard, the ITF
establishes a single secure channel with the ARcandise that to communicate with any AS lateraljinany application
server requiring such a scheme can be introducteeinetwork without any changes to existing aettitre thus
simplifying network deployment. Note that the ARr@nsparent to the ITF since the AP obtains thed&ess through
DNS lookup.
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AS1
Secure Channel

) AP

) W A AS2
[
ITF

Authentication Singl

Si;;goen ASn

|Authentication
Credentials

Figure B-3: Authentication Proxy and GBA Single Sig-on Architecture
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Appendix C.  Content Delivery Network Architecture description (informative)

C.1 General Description: CDN Architecture Overview

The CDN (Content Delivery Network) is a fundameritaictionality in an IPTV CoD solution, since il@aks the
optimization of the network use through a distribuntof the media servers in the physical network] the optimization of
the storage resources through a popularity-bassdhdition of the A/V content on the media servéitss usually results in
having popular A/V content massively distributedmedia servers at the edge of the network (as elsgmssible to the
customer) while less popular content are distrithate an reduced number of media servers.

The following definitions and assumptions are us@t regard to the CDN architecture:
= The term Video File corresponds to the Media ofavie stored on a CDF in a defined format.

= The term Content is a generic naming used in thegmt document to designate a video movie. It does
represent the physical media itself (which is theed File). Content may be available in differend&b File
formats.

= The term Cluster corresponds to a logical assaociaif one or more CDFs which share some resousces @s
location, storage capacity).

= The term Cluster Controller (CC) corresponds toftimetion in charge of the management of the recesuof
the Cluster.

= ACDNis aset of CDFs/CCs/CDNC.
= One CDF belongs to only one Cluster at a time (Ister : n CDF)

= One CC is responsible for the control of the CD$soaiated with the Cluster (1 CC : n CDF) (Thissitite
presume that CC function can not be redundant podse service resilience)

= Both Cluster and ITF could have a location attwhich will allow calculating the 'Network distaic
between the ITF and the Cluster. Other strategiakl@lso be envisaged depending on the choiceitiigo

= Video Files available to customers are not necégshstributed uniformly among the CDFs.
= AVideo File may be present in some Clusters walisent in others.

= A Video File may be present in some CDFs withirieegy Cluster and absent in some other CDFs withgn t
same Cluster.

= The ingestion and distribution of the Video Filesang the CDFs is not in the scope of the contrdsuti
However in some cases the distribution strategydymamic behaviour of content popularity can haveagor
impact on the choice of service and delivery setup.

= CCs are Managed by a CDNC (NB: This does not presime number of instances of CDNC function across
the CDN).

The hierarchical relationship between CDNCs/ CGs@DF is shown in Figure C-1.
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P —— —————— IPTV
| CDNC: Content Delivery network Controller : Control

CC: Content Controller
CDF: Content Delivery Function |

Cluster #3

Optional CDNC relationship

Cluster #3

CDF #1.1

Two types of sessions are put in place to enalbiieecd delivery to the user:

Figure C-1: Relationship between IPTVC/CDNC/CC/CDF

= The Service Setup Session, which is used to set@uadiovisual service. It concerns the ITF, the
Authentication and session management, the IPT\rGlothe CDNC, the CC and the CDF. This sessiadde
to the creation of a Content Delivery Session.

= The Content Delivery Session, which delivers thelimérom the CDF to the ITF. This session involtkes
ITF, the CC and the CDF. A Content Delivery Sesssoassociated to a single Service Setup SesEis.
session is composed of :

0 A Content Delivery Session Control Plane: thiswalidhe establishment of the Content Delivery
Session and the control its progress.

0 A Content Delivery Session Transfer Plane: thigvedl the delivery of the media to the ITF.

Several Content Delivery Sessions can be creabed thhe same Service Setup Session (for instanoeler to take
into account modifications in the course of thesg®y. We consider here that these Content Deli@egsions
happen sequentially in time. Each Content Deliv&egsion contributes to the delivery of the medignéol TF.
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Whenever the ITF or the CDF have to be re-selg@ead for service continuity), this causes to dithta new Content
Delivery Session, If resource reservation is negdedervice session needs to be updated. Pldas¢arsection 6.4.2 for
more information.

The IPTV Control, Authentication and session managg and the CDNC can choose to stay informed thighContent
Delivery Session progress and major events. Theyxhange/teardown both sessions' parameters ainaeyaccording to a
defined policy.

C.2 Role of the CDN in the CoD service

The CDN operations, regarding the service setugsigesire organized in three sequential steps:
= CDNC selection
= CC selection

=  CDF selection

C.2.1 CDNC selection

Two strategies can be applied while choosing th&lC@lepending on the popularity of the content.

= |f the content has a rather stable popularitycti@ce of the CDNC can be performed directly bylfh€VC, and
be considered as part of the Video file selectiep.sA stable popularity means the redistributibthe video files
across the CDN is performed on a daily basis. iBhilse case of long, mainstream contents (e.g. @sdvin order
for the IPTVC to choose the CDNC it has to haveitiiermation that the video file is within the CDMNGstratum of
the CDN. This corresponds to the call flows showsection 6.4.1.

= If the content has a very dynamic popularity, theice of the CDNC is left to a selection proces$gmed across
the CDN. A dynamic popularity means that the cotstamne redistributed across the CDN on an hourbyshi@s an
example). This is the case of short specializederus, like music videos and user generated catel@nce, the
IPTVC does not need to keep up with all the filegliions, and does not choose the CDNC, It forwtrds
aforementioned parameters to a default CDNC (fan®e) to trigger the decentralized selection pgedgas shown
in Figure C-3). the right CDN controller's choiaeutd be based on:

o Video Content Selection Parameters
0 CDNC's organisation (Figure C-2 shows a few exampfesuch an organization)

o Search and discovery algorithms (e.g., peer-to-glgarithms, theme based, length based, etc.)

NOTE — it is required to have a mechanism to avoid g loetween CDNC, in order to implement this option |

In both cases the choice of the target CDNC dependsset of parameters generated by the IPTV @émtsuch as:
= Applicable video files
= Access Network information

= |TF capabilities
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Hierarchy

Figure C-2: CDNC organization examples

The exchange between the CDN controllers is done
via the «Authentication and Session Management»

A

4 N\
CDN
Clsr?;\rgl Gl 4 Corft:r?):\ller 2
(default)
>4. Request Validation
>5. Video File Selection
6. Delivery Session Setup Request
v 6.1 Delivery Session Analysis (CDNC Selection)
> Repeat message 6.1 and
» 6.2 until target CDN
S . controller found. The
Redirection algorithm search algorithms must
out of scope 6.2. Delivery Session Setup Request implement mechanisms
» to avoid looping

Figure C-3: The decentralized CDN controller choiceoption
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C.2.2 CC selection

The chosen CDNC, shall choose, depending on therpiers generated by the IPTVC, the best clust€otmdinate the
content delivery session. The most important patanie that choice could be the location and madéhe ITF.

C.2.3 CDF selection

The chosen CC would then select the most apprepdantent Delivery Function, within the clusten, $ending the content
to the user. The most important parameter in thaice would be the availability of the applicakled, and the load on the
CDF's, visible only to the CC.

Once all the involved functions in the CDN are iifged, the IPTVC is informed of the success andviards a success
message to the ITF, with the green light to prodedtie next step.
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Appendix D.  IMS User Identities (informative)

This section provides a brief overview of IMS Usdantities and how they can be used within the gaddPTV solution.
For more information refer to TS 23.228 [Ref 15].

The examples and description within this sectienkarsed on IMS AKA authentication mechanisms desdrin
section 6.3.2.1. This authentication mechanismiregwne or more UICCs in the residential network.

The examples are not exhaustive.

D.1 Introduction

There are various identities that may be associaibda user of IP multimedia services describethfollowing
subsection.

D.1.1 IMS Private User Identities - IMPI

Every user who wishes to participate in IMS-basstimunications services must be associated wittoongore IMS
Private User Identities (IMPI). An IMPI is assignegthe home netwofloperator at the time of subscription to IMS based
services and used subsequently for Registratiothokization, Administration, and Accounting purpsse

The Private User Identity is stored in the homewvoek operator's HSS as well as in a UICC (smartizarovided by the
residential network operator to the subscriber,iambt accessible to the end user. In additicstaang the IMPI, the UICC
also contains the security credentials (long tezoret key) shared with the residential network afmerand necessary for
authentication.

The Private User Identity identifies the subscadptinot the user. It is not used for routing of 8l€ssages. The Private User
Identity is used to access, during Registratioa,uber's IMS-related subscription information (¢hg.security credentials
needed for authentication) stored within the HSS.

The IMPI is authenticated using the security créidésnstored in the UICC at the time of the registm (as well as during
re-registration and de-registration).

The registrar in the residential network, the S-ES@btains and stores the authenticated Private Idsatity upon
successful registration and deletes it when thesute-registered. The authenticated IMPI can bd byeghe S-CSCF to
obtain from the HSS a list of the subscribed-to I88vices, so that subsequent attempts to comntarriequiring these
services can be authorized.

D.1.2 IMS Public User Identities - IMPU

An IMS subscription may support multiple end usé&ach end user must be associated with one or ik@dublic User
Identities (IMPU) for the purpose of IMS-based coamications with services or other users. Duringstegtion, at least one
IMPU is bound to the contact address (SIP URI doirtg the IP address) of the registering UE. Thistact address serves
as the point of contact for an end user associatidthat IMPU for originating and terminating IMsgssions.

The IMPU takes the form of a SIP URI or a “Tel URThe residential network operator is responsibtetie assignment of
Public User Identities. The assignment of a huntemdlly username for a SIP URI depends on the piawing options
offered by the operator.

The assignment of IMPUs associated with an IMRhtdtiple end users is a matter for the owner ofdhlescription, and
outside the scope of standardization.

Public User Identities are not authenticated byntbigvork during IMS registration. Therefore, a conmicating end user is
not authenticated by the IMS network. This is notssue for typical mobile person-to-person comrmations services,

2 In telecommunications, the term “home network'ersfto the network operator with whom a user hesbacription for
services.

Confidential Copyright 2007 © Members of the Open IPTV Forum



Page 126 (141)

where there is usually a 1-to-1 relationship betwise communicating end user and the holder o$tiscription, and one
can assume that an authenticated subscriptionémph authenticated end user, but such a relaippoahnot be assumed in
the general case (multiple end-users associatédangingle subscription).

Public User Identities may be used to identifydaker's IMS profile within the HSS for example dgrimobile terminated
session set-up.

D.2 Relationship of IMS Private and Public User Identities

The relationship of Public User Identities to PtéevBlser Identities, and the resulting relationshith an IMS subscription is
shown in Figure D-1.

Public User
Identity-1
Private User
Identity-1 —\—
IMS J_ Public User
Subscription /,— Identity-2
_L Private User
Identity-2 -
Public User
Identity-3

Figure D-1: Relationship of the Private User Idently and Public User Identities
A Public User Identity may be shared by multiples&e User Identities within the same IMS subsaoipt

Hence, a particular Public User Identity may bewianeously registered from multiple UEs that ugfecent Private User
Identities and bound to different contact addresses

D.3 Relationship of IMS Service Profiles to IMPIs/IMPUs

An IMS Service Profile is a collection of servicedauser related data as defined in 3GPP TS 29ReBJ6]. It is possible
to identify the Public User Identities of a useron linked to the same service profile and hastteet same service
configuration for each and every service (i.e.dslliPublic User Identities).

The IMS service profile is defined and maintainedhie HSS and its scope is limited to IMS Core NekwSubsystem. A
Public User Identity is registered at a single SEZESAIl Public User Identities of an IMS subscrigtiare registered at the
same S-CSCF. The service profile is downloaded tierHSS to the S-CSCF. Only one service profilelimassociated
with a Public User Identity at the S-CSCF at a gitime. Multiple service profiles may be definedlve HSS for a
subscription. Each Public User Identity is assedatith one and only one service profile. Eachiserprofile is associated
with one or more Public User Identities.

The relationship for a shared Public User Identiity Private User Identities, and the resultingtieinship with service
profiles and IMS subscription, is depicted in Fig-2.
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Public User Service
Identity-1 Profile-1

Private User

Identity-1 —\—
Public User

IMS
Subscription

Service
Profile-2

Identity-2 —I_
_L Private User

Identity-2
Y Public User J
Identity-3

Figure D-2: Relationship of the Private User Idently and Public User Identities to Service Profiles

All Service Profiles of a user shall be storedhia same HSS, even if the user has one or morecsRat#ic User Identities.

D.4 Identity Model Options in IMS-IPTV

To use IMS capabilities and allow personalizatibthe IPTV services and blending of IPTV and IM8viees, subscribers
must be assigned IMS public identities as per 3@fRiples and TS 23.228. [Ref 15]

Each IMS Public Identity associated with an IMS-VPJubscription represents a user within the housefdis identity is
used when the user “logs on” to the ITF for perdiard IPTV services using the specific IMPU assijitethem (i.e.,
registers with the IMS network). A user can haveertban one IMS Public Identity if they so choddew the user is
assigned one or more IMPU(s) is out of scope ofdaedization, but normally this is done by the onwofethe subscription
(e.g., head of household) in some manner.

Where multiple public identities are associatedhait IMPI, one of these identities serves as auttgfablic identity and is
not associated with a member of the household.

At power-up the default public identity associatéth the IMPI is registered on successful autheniton of the IMPI. Once
the default identity successfully registers in IMI& service profile associated with the defawdhtity is available to all
users within that IPTV subscription so long as tHeynot login with their own public identity. Inithcase their personal
profile takes over after they have successfullystegs their public identity in IMS.

The ISIM, or IMS Subscription Identity Module, caitts the collection of parameters that are usedder identification
(IMPUSs), user authentication (long-term secret &legred between ISIM and home IMS network) and treaimi
configuration.

One ISIM application will host one IMPI and at lease IMPU.
There can be several ISIMs on one UICC, and theyatso co-exist with other SIMs and USIMs
Multiple options are available for
= the number of IMPIs to be deployed within a housk h
= the number of IMS-IPTV subscriptions,
= how the public identities should be associated #iehIMPIs and the IMS-IPTV subscriptions.
These options depend on a number of factors, imaid

= the deployment scenario,

the level of desired privacy and security withihausehold,

the billing needs for the household,

= the number of devices in the household,
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= the roaming needs of various members in the holdeho
The following sub- sections describe the main festwf these options, including the pros and cons,

For the illustration of the options, it is assuntleat members in a household are a mom, a dad sod. &ote that even
though in the following sections the term UICC &ed, the ISIM could as well be running in a sofeveontainer.

Option 1: Shared UICC for the entire household

In this option, all household members share a sibdCC. There are several sub-options in this optio

Option 1.1: All IMPUs are associated with a single IMPI

This is depicted in Figure D-3 below. In this syftion, all IMPUs are associated with the same IMPtere would be also
a single IMS IPTV subscription for the entire hdusid.

QvPUD Dad

QP2 Mom
Gy sun ——Cupin>~

AuPUD Son

@ Default

Figure D-3: All IMPUs associated with a single IMP

Pros:

= No need to change UICC when a household membesvwanegister. Hence from a usability point of vijew
this is quite convenient

Cons:

= Any member of the household can use any one dMP&Js at the time of registration, unless applmati
support is provided that allows a particular usdogin to the OITF prior to performing IMS regiation using
a particular IMPU

Given that this option requires means to prevesttitly theft, it is more appropriate for a deplamhthat includes an IMS

gateway (IG) that can house such an applicatiorttatlICC, provided that the LAN in the house iswse so that
passwords cannot be stolen while being transfdromd an OITF to the gateway.

Option 1.2: Each IMPU is associated with a DifferenlMPI

This is depicted in Figure D-4 below. In this syftion, each member in the household will have fedéht IMPI. A UICC
(or its software equivalent) hosts multiple 1SIMpéipations, each one associated with one IMPI.

(e QPUD Dad
G Cwpi2) PuD Mom
@ @ Son

Figure D-4: 1.1 IMPU -IMPI relationship

Pros:
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= No need to change UICC when a household membesuwanegister.
= |dentity theft is not possible as each user hasdiwidually “unlock” his ISIM application

Cons:

= The UICC will have to incorporate multiple ISIM djgations, one for each IMPI. This is not commodayp as
operators are accustomed to have a single applicati a UICC. UICC vendors will have to supporameto
allow a user to select the ISIM he wants (pin ukilog or password)

Option 1.3: Hybrid of Options 1.1 & 1.2

This is depicted in Figure D-5 below. This sub-optessentially includes some household membersanhassociated with
one IMPI, while others who are associated withpasate IMPI

CIMPIL (MPUD Dad

(o> Qwpi2) QPuD) Mom
@ Son

Default

Figure D-5: Mixed IMPU -IMPI relationships

If the ISIM application including IMPI2 is select#uen the default public identity will be the omebte registered by default
at power-up. Following that, the son or the mom B4S register their identities if they want to eée personalized service.
If the ISIM application including IMPI1 is selectetthen the dad’s public identity (IMPU1) will begistered by default.

Option 1.4: Household equipped with multiple OITFs.

If there are multiple OITFs in the house, and tal#a the entire household to share a single UlG€h the household
requires an IMS gateway (IG) for that purpose. Aousehold member can access the gateway from Ay, O

Option 2: Multiple UICCs in the household with Sirgle OITE

In this option, each household member has a sepdt&XC (or its software equivalent). The houselmimber can share
the same IMS IPTV subscription or they can havéediht subscriptions.

Son

Figure D-6: Multiple UICCs

Pros:
= Complete privacy (no potential for any sharing)
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= Aligned with today’s usage of UICC (one ISIM apglion per UICC)

= Flexible ISIM swapping between devices since eussr has his own UICC.

Cons:
= Re-usability issues when it comes to device shanregghousehold since
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Appendix E.  Resource and Admission Control for multicast (informative)

This Appendix gives a more detailed descriptiothef Resource and Admission Control Transport aadetation with
Multicast Delivery Function for an xDSL access netthv It also gives more detailed information flofes multicast service
support and QoS issues.

The solution described in this Appendix is purelgdtional. All the examples refer to xDSL.. The cepts described here,
or similar ones, can be applied to other accesmtdagies, but these are not described here fosake of brevity.

E.1 Transport and Multicast Delivery Function description

The Network Operator’s Transport and Multicast ey for multicast services support is typicallyngmosed by the
following entities (as shown in the following pic&):

= Transport Access Node (e.g. DSLAM): the access node

= Transport Remote Node (e.g. IP Edge or Feederhehegork element that resides at the boundary miwe
core networks and access networks.

= Aggregation: the network which interconnects thariBport Access Node to the Transport Remote Nbde; t
aggregation network between the Transport AccesieNand the Transport Remote Node could include
intermediate nodes which can be layer 2 or layesised, depending on the Transport Access Node ititipab
A simplified configuration, including just Transp@ccess Node and Transport Remote Node, is usegfter
for the description of the resource reservatiomades; however, this can be extended to more cexnpl
aggregation network configurations.

Aggregation Network

] Network

Transport
Remote
Node

N multicast
stream

Transport
Access
Node

L Transport and Multicast Delivery _\ Note: N <M

|~.. —‘

Figure E-1: Components of the Transport delivery navork

Note that not every multicast channel is usualgspnt at Transport Access Node (e.g. DSLAM), archtimber of
multicast streams that arrive at the Transport Asd¢ode varies dynamically. Moreover, the netwedources connecting
the Transport Access Node to the Transport RemotieeNAggregation or Metro Network) are limited, andser could try
to request a channel that at the moment is noadyrpresent at the Transport Access Node.

In a Layer 3 aggregation network, during multicgstnnel selection, the Transport Access Node tatesnGMP messages
sent from the user (IGMP messages relating tadhéent delivery Session) and sends new IGMP or lRBdsages to its
neighbour nodes, the Transport Remote Node.
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In a Layer 2 aggregation network, during multicgdstnnel selection, the Transport Access Node sribepéisMP messages
sent from the user and forwards them upstream tisméie Transport Remote Node.

In the following examples and call flows a layeFiansport Access Node using PIM for multicast siigmgis considered,
but the examples can easily be extended to otlptoytaents.

With the context of this annex, it is assumed thate are no intermediate L2 or L3 nodes betweel tansport Access
node and the Transport Remote Node. This is a giogtion that will be removed in subsequent resis of this Annex.

When the ITF wishes to join a multicast channehwdifferent QoS requirements (e.g. zapping fronba®a HD channel)
or if the stream for the new channel requesteatgpresent in the Transport Access Node, in omigugrantee the needed
bandwidth for the channel, an interaction betwéenTransport and Multicast Delivery Function andrgsion Control
entities is needed.

In particular at least 4 cases can be considered:

1] If the stream of the channel requested by theigsdready received by the Transport Access Nouie tlze
authorized bandwidth in the last mile will not beceeded by the addition of the bandwidth requingthe channel
to be viewed, the Transport Access Node termirta$GMP join request, and streams the channdldaser;

[2] if the stream of the channel requested by theigsdready received by the Transport Access Nodiethe addition
of the bandwidth required by the channel to be e@wxceeds the authorized bandwidth in the las, rail
interaction between the Transport Access Node airdigsion Control entities is needed, to verify tthatre is
enough bandwidth in the last mile and that it atites its use;

[3] if the stream of the channel requested by theigset received by the Transport Access Node, hadutithorized
bandwidth in the last mile will not be exceededly addition of bandwidth required by the chanoddé viewed, the
Transport Access Node sends a PIM request to tesport Remote Node to replicate the multicasasir® the
Transport Access Node, if enough bandwidth is abél in the aggregate network. The Transport Ackieste in
turn streams the channel to the user

[4] if the stream of the channel requested by theias®t received by the Transport Access Node thacddition of
the bandwidth required by the channel to be view#idexceed the authorized bandwidth in the lademi

* an interaction between the Transport Access NodeAamission Control entities is needed, to seheéfrequired
bandwidth can be made available in the last mile;

If this is possible, then

= The Transport Access Node sends a PIM requesetdrdmsport Remote Node to replicate the multiseiem
to the Transport Access Node, if enough bandwgl#hvailable in the aggregate network. The Transporess
Node in turn streams the channel to the user

Section 5.4.1 describes the Resource and AdmisXioirol (RAC) and Transport Processing Functiomefional entities.

In the examples below, both the Transport AccesseNmd the Transport Remote Node comprise BTF, ROEFA-RACF,
but other deployments are allowed. The A-RACF & Thansport Access Node performs admission cofdrdhe access
segment, while the A-RACF in the Transport Remotel®&performs admission control for the aggregasiEgment.

The following section details some of the call floslated to the 4 cases considered above.
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A-RACH A-RACF
RCEF RCEF
| |
ITF BTF BTF
Transport Transport
| | Access | | Remote
! Node Node
access aggregation

Figure E-2: Distribution of RAC functions between he various Transport nodes

E.2 ITF - Transport and Multicast Delivery call flow

In this section, a detailed information flow is peated, showing the interaction between ITF, Trarignd Multicast
Delivery and Admission Control functional entities.

The assumptions behind these scenarios are:

= The content to be accessed is not present in tuesport Access Node, but only in the Transport RerNode,
and the authorized bandwidth in the last mile dlexceeded by the addition of the channel to &eed
(case 4 considered in the previous section);

= The channel requested by the user is already reddiy Transport Access Node and the authorizedvinditd
in the last mile does is exceeded by the addiifdhe channel to be viewed ( case 2 consideréue previous
section);

= Access Control List are pre-provisioned in the Braort Access Node to authorize the user request;

= The association between channels (or group of adghand the bandwidth that they require is presgioned
in the Transport Access Node ;

= BTF + RCEF + Admission Control Function are predmth in Transport Access Node and in the Transport
Remote Node.

= There are no intermediate nodes between the Treinspcess Node and Transport Remote Node

Other deployment configurations can be foreseemedisas a more dynamic approach, based on a lgrzbitween the
service authorization and the flow authorizatiohe3e cases are not covered in the following fldwsg can be easily derived
from them.
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E.2.1 Channel requested is not present in the Transport Access Node and the
authorized bandwidth in the last mile will not be exceeded (case 3)

Transport Access Node (e.g. DSLAM) Transport Remote Node (e.g. IP Edge or Feeder)
e
i | :
ITF i BTF 1 RCEF 1 A-RACF1 |, ' BTF RCEF 2 A-RACF 2 |,
1
! ! l
I e R O B !
1. IGMP JOIN
—_—>

2. Trigger ACL check
3. Request for HD channel
while in SD

4. Request for CAC

_ >
5. Request for CAC
-_

6. Adm Citl

7. Policies Installation
—

8. Policies

?_. OK

10. PIM JOIN

[

g Request for Policies
—_—

12. Request for Policies
—_— >

13. CAC &
create policies

%4. Policies Installation

15. Policies
enforced
16. OK |
——

17. Flow replication towards the Transport Access Node

18. Flow replication towards the user

Figure E-3: Call flow for case 3

The description of the steps is the following

1. The ITF requests an HD channel via IGMP Join

2. The IGMP message triggers the BTF in the Trarigpacess to authorize the request with the RCHiere the
pre-provisioned ACL are stored

3. Since the requested channel requires more bdtidtiian the channel currently authorized, call iadimn control
(CAC) is needed (

4. The BTF requests CAC towards the RCEF
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5. The RCEF builds an admission control requestsamdls it to the A-RACF to obtain the authorizagion the
network resources (previous service authorizatwas made by IMS session)

6. The A-RACF in the Transport Access Node perfoaahmission control on the access network and dethe
traffic policies to be installed in the RCEF

7. The A-RACF sends the traffic policies to the RRCE
8. The RCEF enforces the traffic policies.
9. The RCEF answers positively to the BTF request

10. The BTF in the Transport Access Node sendd/gjéth to the BTF in the Transport Remote Nodehéoadded
to the multicast tree (PIM protocol is used to dhailshared multicast distribution tree)

11. The BTF requests the needed policies from BER
12. The RCEF forwards the request to the A-RACF

13. The A-RACF in the Transport Remote Node buitasrequired traffic policies to be installed iR tRCEF. It is
assumed as well that there is enough bandwidtheimgjgregate network to send the stream to thesfjoan
Access Node (14) The A-RACF sends the traffic pedico the RCEF

15. The RCEF enforces the traffic policies
16. The RCEF answers positively to the BTF request
17. The BTF in the Transport Remote Node startepticate the flow towards the Transport AccesséNod

18. The BTF in the Transport Access Node replicitedlow towards the User

E.2.2 Channel requested is present in the Transport Access Node and the

authorized bandwidth in the last mile will be exceeded (case 2)

In this scenario the channel requested by theissdready received by Transport Access Node; thasport Access Node
terminates the IGMP, verifies that there is enobighdwidth in the last mile, and streams the chatuttle user.

Steps 1 to 9 and step 18 from the figure for caiseséction E.2.1 applies.

E.3 Linear TV and CoD unified view for reservation on Access
segment

In this section, an example of information flowpi®vided to illustrate how an unified Linear TV a@dD Admission
Control works with the architectural solution déised in this Appendix.

The examples have the following assumptions:
= Linear TV and CoD service share the same transpsource in the last mile segment
= Linear TV and CoD service have different transpesburces in the Aggregation segment

= The Linear TV channel requested by the user igdireeceived by Transport Access Node (thus Adwomissi
Control for resources does not need to be perfoimétk aggregation segment) but the bandwidtherlast
mile doesn’t match the one needed by the chanris toewed The following functional elements areolved
(see Figure below):

= A-RACF 1is an A-RACF deployed in the Transport Ass Node.. A-RACF 1 performs Admission Control for

the last mile segment for Linear TV only.

= RCEF 1 is deployed in the Transport Access Node
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= BTF 1 is deployed in the Transport Access Node
= RCEF 2 is deployed in the Transport Remote Node
= BTF 2 is deployed in the Transport Remote Node

= A-RACF 0 is an A-RACF performing Admission Contfot CoD in the Aggregation Segment and in the last
mile segment. It is further handling Admission Qohfor Linear TV in the last mile segment through
delegating an Admission Control budget to A-RACRAIRACEF 0 is hence aware of resource reservations i
both the Aggregation and last mile segments.

ASM (Authentication and
Session Management)

| SPDF |
i | e
| Admission A-RACE 0 |
| Control/ = !
. |A-RACF_1 |
N b 1 ______________________________________ '
RCEF_1 RCEF 2
| |
ITF BTF_1 BTF_2
Transport Transport
| | Access ;  Remote
! ' Node ! ' Node
access aggregation

Figure E-4: Functions needed for a unified treatmenof resource and admission control across accessdaggregation
networks

The Information flow for delivering both Linear Tdéhd CoD comprises 3 phases:
1. Linear TV Session Initiation
2. CoD Session request and delivery

3. Linear TV delivery
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E.3.1 Linear TV Session Initiation
In this phase, after receiving the user requesadanission control budget is installed in A-RACHKol Linear TV.

1
1
1
1
BTF_2 RCEF_2 || A-RACF O|| SPDF ASM
i
1

1
1
1
1
OITF il BTF_1 RCEF_1 A-RACF_1
l
1

1. Linear TV Session Initiation Request (Gm — SIP INVITE)

| -
;. Reservation Request

(Gg' — DIAMETER AAR)

§. Reservation Request

(Rq — DIAMETER AAR)

4. Linear TV Admission
Control Delegation

5. Bulk Offering Request (Rr — DIAMETER AAR)

6. Install Linear TV
Admission Budget

7. Bulk Offering Answer (Rr — DIAMETER AAA)
" 8. Reservation Answer
—

(Rg — DIAMETER AAA)
9. Reservation Answer
—_—

(G’ — DIAMETER AAA)

30. Linear TV Session Initiation Answer (Gm — SIP 200 OK)

Figure E-5: Admission control for Linear TV
1. The user requests access to Linear TV
2-3. Reservation request
4-7. A-RACF_0 installs a bandwidth budget in A-RAQF
8-9. Reservation answers
10. Answer to the user request

E.3.2 CoD Session request and delivery

In this phase, a CoD request is received and A-RA#oes not have sufficient resources to fulfil bguest in the last mile
segment. It asks the A-RACF_1 for the needed ressurhich can be done by reducing its Linear TVdatighrovided that
the bandwidth currently consumed by linear TV ikbethe admission control budget.
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1 1
1 1
1 1
1 1
OITF 1| BTF_1 RCEF 1 A-RACF_1ji[ BTF 2 RCEF_2 || A-RACF_0|| SPDF ASM
: 1 !
1 1

1. VoD Session Initiation Request (Gm — SIP INVITE)

| -
;. Reservation Request

(Gg’ - DIAMETER AAR)

i. Reservation Request

(Rq - DIAMETER AAR)

4. VoD Admission
Control On Access and
Aggregation — More
Resources Needed

_5. Bulk Reduce Request (Rr — DIAMETER AAR)

6. Reduce VoD
Admission Budget

7. Bulk Reduce Answer (Rr — DIAMETER AAA)

§. Policies Installation

(Re — DIAMETER AAR)

9. Policies
Enforcement

10. Answer

- . (Re — DIAMETER AAA)
‘11. Policies Installation (Re — DIAMETER AAR)

12. Policies
Enforcement

13. Answer (Re — DIAMETER AAA)

n

" | 14. Reservation Answer
_ 5

(Rg — DIAMETER AAA)
15. Reservation Answer
—_—

(G’ — DIAMETER AAA)

36. VoD Session Initiation Answer (Gm — SIP 200 OK)

Figure E-6: Resource and admission control for VoD

1. The user requests access to CoD. A session sgjupst is propagated in the control plane.
2-3. A Reservation Request is sent to the A-RACF_0

4-7.  A-RACF_0 requests the needed bandwidth froRAGF_1. These steps are optional and depend on the
capabilities of the A-RACF_0.

8-13. Policies related to the new linear TV budged the unicast flow are installed, as appropriatthe RCEFs
14-15. Reservation answers

16. Answer to user request
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E.3.3 Linear TV delivery

In this phase the user accesses Linear TV andttrieigw a channel that requests a higher bandwsHRACF_1 has
finished its Linear TV budget and asks for an iaseeto A-RACF_O.

1 1
1 1
1 1
1 1
OITF H BTF_1 RCEF_1 A-RACF_1 |u BTF_2 RCEF_2 [}| A-RACF_0 SPDF ASM
i i
1 1

1. Linear TV Bequest

(IGMP JOIN)

2. Trigger
ACL Check

3. Request for HD
Channel while in SD

4. Request for CAC
—_ )
5. Request for CAC
—_—)

6. More resources
needed

7. Bulk Increase Request (Rr — DIAMETER AAR)

8. Linear TV Admission
Control Delegation

9. Bulk Increase Answer (Rr — DIAMETER AAA)

10. Derivation of
traffic policies

11. Policies Installation
—

12. Policies
Enforcement

13. Answer

EREEEEEEEE)

Figure E-7: Resource and admission control for linar TV with higher bandwidth requirement

1. User requests channel via IGMP
2. The IGMP message triggers the check of the ACauthorize the request

3. Since the requested channel requires more bdttdttian the channel currently accessed, CAC idatbécall
admission control)

4-5. CAC Request
6-9. Bandwidth not sufficient: request to A-RACH0D bandwidth increase
10-12. Installation of Policies.

13. Answer and Linear TV flow delivery
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Appendix F.

Change History (Informative)

ce)

Date Version Change

2007-11-15 Approved V1.0 2007-11-15 Two minor eddticerrors pointed out
privately:
Section 5.3 says:
“The architecture of the consumer
domain (referred to hereafter as the
residential network) is as shown in
FigureFigure5-3: Residential Network|
Architecturesand composed of...”
There is manual text Figure and the
cross reference includes the entire
caption
The body text below figure 8-1 points
to table 6 as outlining the use cases
however it is actually table 5 (and it
should be an automatic cross-referen

2007-12-04 Same as above CR Ericsson: UNIS-11 &id H
cleanup

2007-12-04 Same as above NSN CR2 Rev 2: Update&URI
(RTCP) definition

2007-12-04 Same as above NSN CR3 Rev 2: GBA SBigle-on
changes

2007-12-04 Same as above Ericsson CR: UNIS-12grbHd

2007-12-04 Same as above Editor's CR: Remove E.4

2007-12-04 Same as above CR Philips: NPI-17 text

2007-12-04 Same as above CR Huawei: UNIS 19 text

2007-12-04 Same as above CR Ericsson: HNI-IGI padto

2007-12-04 Same as above CR FT: Caller ID

2007-12-04 Same as above Made Section 2 “Referénces
“(Informative)”

2007-12-04 Same as above Ericsson CR: GBA in theanaged
network

2007-12-04 Same as above CR Huawei: correct figafezence 6-
7 to high level procedure 4a for SD&S
but in 3 more places than noted in the
contribution

2007-12-04 Same as above CR FT: additional deploymgtion

2007-12-04 Same as above CR Huawei: Presence
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2007-12-04 Same as above CR Huawei: SD&S update

2007-12-05 Same as above Appendix A: Change tdbrbv@

2007-12-05 Same as above CR FT: Multicast optiorsfo

2007-12-05 Same as above CR FT: Changed pictuteg @V in
the deployment model
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